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Guest Editor’s Note 
 

 
CATA (Computers and their Applications) is the flagship conference for the International Society of Computers and 
their Applications.  The intent of the conference has been to blend theory and practice as a means of stimulating 
researchers from both research dimensions.  The papers for the special issue have been chosen to illustrate the 
spectrum of the 66 papers presented at the CATA 2015 conference.  The authors were asked to change the title of 
their paper (to avoid confusion with their conference paper) and to extend their paper to make the papers journal 
appropriate.  The CATA special issue contains five papers: 
 
Paper 1:  Rahul Sehgal and Hassan Peyravi.  End to End Delay Analysis in Delay Tolerant Networks. 

Paper 2:  Hiroyuki Nishiyama, Akira Yoshizawa, Hirotoshi Iwasaki, and Fumio Mizoguchi.  Design and 
Implementation of a New Tool for Detecting Distracted Car Driving Using Eye Movement and Driving Data on a 
Tablet PC. 

Paper 3:  Hiroyuki Chishiro and Nobuyuki Yamasaki.  Zero-Jitter Technique for Semi-Fixed-Priority Scheduling 
with Harmonic Periodic Task Sets. 

Paper 4:  Keigo Mizotani, Yusuke Hatori, Yusuke Kumura, Masayoshi Takasu, Hiroyuki Chishiro, and Nobuyuki 
Yamasaki.  An Integration of Imprecise Computation Model and Real-Time Voltage and Frequency Scaling on 
Responsive Multithreaded Processor. 

Paper 5:  Khaled Buragga, Elnomery Zanaty and Sultan Aljahdali.  Improving Fuzzy C-Means Algorithm for 
Magnetic Resonance Images (MRIs) Segmentation. 

Sehgal and Peyravi provide an analytical model of delay tolerant networks that builds in the topology of the 
underlying networks.  Nishiyama et al. have investigated the use of a user interface capable of detecting driver 
distraction through the driver’s eye movements.  Chishiro and Yamasaki propose a new semi-fixed-priority 
scheduling algorithm with the focus on achieving zero-jitter of tasks with harmonic periodic task sets.   Mizotani et 
al. developed an approach capable of integrating an imprecise computation model with real-time voltage and 
frequency scaling to improve computation quality and power consumption. Buragga et al. look at improvements for 
MRI segmentation. 
 
 
Gordon Lee and Les Miller 
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End to End Delay Analysis in Delay Tolerant Networks 
 
 

Rahul Sehgal* and Hassan Peyravi* 
Kent State University, Kent, Ohio  44240, USA 

 
 
 
 
 

 
Abstract 

 
Delay (Disruption, Disconnection) Tolerant Networks 

(DTNs) are sparse networks with intermittent connectivity.  
They play a growing important role in various communication 
systems including vehicular networks, mule networks, 
interplanetary networks, sensor networks and mobile ad hoc 
networks as well as in networks operating under extreme 
conditions.  Delay Tolerant Networks (DTNs) are based on 
store-carry-forward techniques in order to compensate for 
intermittent link connectivity.  The intermittent connectivity 
pattern (deterministic or probabilistic) is affected by the 
network nodes mobility.  The End-to-End (E2E) delay perfor-
mance is mainly affected by the dynamics of the underlying 
network topology, the routing algorithm, and the traffic load.  
In this paper, we develop an analytical model that incorporates 
the link intermittent distribution along with a tandem queuing 
model to determine the E2E delay performance under various 
traffic conditions and links disruption distributions. 
 Key Words:  Delay/disruption tolerant networks, delay 
analysis, tandem queues, mean connection time, Markov 
chains, link intermittency. 
 

1 Introduction 
 
Since the original work in delay-tolerant networking 

architecture [2], applications of Delay Tolerant Networks 
(DTNs) are widespread in various network architectures, 
including outer space communications such as space and 
interplanetary network systems, interconnection of mobile 
wireless devices, such as networks for intelligent highways and 
remote environmental and animal movement outpost, and 
mobile ad hoc networks such as battlefield networks 
interconnecting troops, aircraft, satellites, and sensors.  These 
networks operate under various constraints such as host 
mobility, network mobility, intermittent connectivity due to 
network elements failure or transmission reachability, highly 
integrated low-power, low cost devices, and decentralized 
control.  These constraints result in long and variable 
propagation delays with no guaranteed End-to-End (E2E) 
connectivity.  The cause of intermittent connectivity could 
include periodic or predictable mobility such as spacecraft 
                                                 
* Department  of  Computer Science.  E-mail:  (rsehgal, peyravi)@cs. 
kent.edu. 

communications, stochastic mobility such as military or 
tactical networks, and exotic links such as deep space or 
acoustic links with low capacity and high error rates.  Other 
reasons for link disruption that could make the network 
disconnected include natural disasters or malicious attacks on 
some part of the network infrastructure. 

Traditionally, networks are modeled as connected graphs, 
where nodes represent hosts or hubs and edges represent bi-
directional links.  These networks generally work in a store-
forward fashion, where data packets are stored and forwarded 
at each hop according to a routing mechanism.  In this context, 
packets are not supposed to reside in a node’s buffer for a long 
period of time.  Based on this assumption, buffer sizes are 
relatively small and optimized in a way to keep both delay and 
throughput under control.  The flow and congestion control in 
Transport Control Protocol (TCP)/Internet Protocol (IP) 
networks are designed to achieve these objectives.  However, 
the assumption of all-time network connectivity has to be 
relaxed in DTNs and that would make analytical modeling 
more challenging.  The underlying graph connectivity changes 
over time by mobility and that results in unusual and repetitive 
occurrences of network partitioning and topology changes.  
Thus, it is possible that two nodes that are connected at a given 
time t will not be connected at time t + ∆t.  These challenges 
and limitations resulted in a new network architecture initially 
defined by Internet Engineering Task Force (IETF) through 
RFC 4838 [2] and RFC 5050 [14], and later extended by 
Internet ResearchTask Force (IRTF) through RFC 6258 [17], 
and RFC 7242 [3]. 

DTN can be viewed as overlay network architecture that 
operates above the protocol stacks of the distinct Intermittently 
Connected Networks (ICNs).  It enables gateway functionality 
between protocol stacks through the use of storage capacity. 
Several techniques, including replication and parallel 
forwarding, and forward error correction for overcoming 
communication impairment have been developed in the 
literature [7].  In DTN, a Bundle Protocol (BP) sits on the top 
of TCP layer and forms a store-and-forward overlay 
connectivity.  Major operations of BP include (i) custody-based 
retransmission, (ii) coping with intermittent connectivity, (iii) 
taking advantage of scheduled, predicted, and opportunistic 
connectivity, and (iv) binding of overlay network endpoint 
identifiers with Internets addresses [14].  Figure 1 illustrates an 
interplanetary network with deterministic intermittent 
connectivity. 
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(a)     (b) 
 

Figure 1:  An interplanetary network (a) and its corresponding graph (b) 
 

 
In this paper, we have developed an analytical model based 

on an open queuing system that can predict E2E delay in 
closed form under link intermittency for DTNs.  The model 
incorporates the link disruption distribution, traffic load 
distribution, and the underlying routing matrix. 

 
1.1 Related Work 

 
In [11], an analytical framework, using a time-homogeneous 

discrete-time Markov chain, has been developed to predict the 
performance for utility-based algorithms with general 
heterogeneous mobility.  The model combines mobility 
properties with actions determined by the DTN algorithm to 
compute the transition probabilities.  This model maps an 
optimization problem into a Markov chain, where each state 
(e.g. assignment of content replicas to nodes) is a potential 
solution.  The model incorporates both single copy and multi 
copy algorithms for unicast routing and content placement.  
The accuracy of the predictions performance has been 
measured against simulations over a range of synthetic and 
mobility traces.  The model decouples DTN algorithm’s effect 
from mobility, but allows one to derive performance metrics 
(convergence delay, delivery probability) using transient 
analysis of the Markov chain.  The model, however, doesn’t 
incorporate multicast routing algorithm and affect of traffic 
density on E2E delay in DTN under heterogeneous mobility. 

The message propagation has been estimated in [12].  It 
gives a detailed expression of average information 
dissemination delay based on message size, social dynamics 
and number of nodes in the network.  The model assumes both 
the contact time and inter-contact period are exponentially 
distributed.  The model considers other social characteristics 
including distinct inter-contact periods, as various people 
might exhibit totally different behaviors owning to their 
working, living place and friends circle.  It divides applications 
into different groups according to their communication 
intervals with each other.  Sometimes people would be 
unwilling to forward a message to others due to energy and 
storage constraints or prefer to forward information to people 
in the same group with them.  The two kinds of activities are 
called individual selfishness and social selfishness, 

respectively.  The model concentrates on social selfishness 
which has a considerable effect on communication between 
groups.  This model shows that as the number of nodes 
increases, delay decreases.  This approach doesn’t relate delay 
to traffic density or routing scheme. 

In [19], the Localized Random Walk (LRAW) is used to 
model DTNs.  In LRAW, each node is assigned a fixed Cell 
and makes a list of all of its neighbors at each time slot τ.  A 
node moves from its current location with a fixed probability s, 
and selects one of the neighboring cells with probability p.  
The model offers an approximation for average message delay.  
However, the model does not consider the effect of message 
arrival rate or the traffic load. 

The analytical models described in [21] and [20] are based 
on Epidemic Routing [18] algorithm.  In [21], the delivery 
probability is estimated by the bundle size.  The model is based 
on flooding on an edge-Markovian evolving graph in which at 
each time slot an edge changes its state according to a two-
state Markovian process with probabilities p (edge birth-rate) 
and q (edge death-rate).  The model captures the relationship 
between successive connectivity graphs.  It computes the 
delivery ratio as a function of bundle size, the maximum 
tolerated delay, and the dynamics of the underlying evolving 
graph.  It assumes a finite number of nodes with a finite link 
capacity and a finite message size.  On the other hand, a 
random graph approach to gain insight into the temporal nature 
of the epidemic routing has been used in [20].  It models the 
spread of a packet in mobile wireless networks.  The process is 
iterative by which the probability of a number of infected 
nodes is a function of time. 
 In [1], the authors compare the stochastic properties of 
different mobility models in Mobile Ad Hoc Networks 
(MANETs) based on the number of states visited in a fixed 
time, the time to visit every state in a region, the first passage 
time, the full coverage time, and the transient behavior.  They 
derive an analytical model to get the transient probability 
distributions and First Passage Times for 1-dimensional 
correlated random walks.  Then they use experiments to study 
these stochastic properties for different mobility models. 

The contribution of this paper is twofold.  First, we develop 
a traffic distribution model for DTN that incorporates 
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dissemination of packets traversing the network under a 
routing matrix obtained by a mobility model.  For that, we use 
a time homogeneous discrete time Markov chain. Second, we 
employ a strong, yet simple, open queuing system based on 
Jackson’s theorem [4] that facilitates the computation of E2E 
delay performance under various traffic load and routing 
conditions. 

The rest of the paper is organized as follows.  The open 
tandem queuing model that describes packet migration along a 
path towards a destination along with the effect of aggregate 
traffic on each hop is described in Section 2.  Supporting 
mobility and closed form solutions are discussed in Section 3.  
Section 4 incorporates the expected connection time in closed 
form solutions.  Section 5 describes numerical results along 
with simulation of some network scenarios.  Conclusions and 
remarks are given in Section 6. 

 
2 The Model 

 
The model is based on an interconnection of tandem open 

queuing systems in which packets move from one queue to the 
next queue under a routing matrix that is dynamically 
generated by a routing algorithm due to mobility or disruption.  
The routing matrix itself represents the state of the network at a 
given time.  Now, consider a partial structure of the network 
model in Figure 2, where γj is the cumulative rate of exogenous 
(external) traffic flows entering node j, λj is the aggregate 
traffic, both exogenous and indigenous (relay) flows, arriving 
to node j.  rij is the probability of a packet routed from node i to 
node j under the routing algorithm. 
 

 
 
Figure 2: The effect of exogenous and indigenous that form 

aggregate traffic on node j 
 
The network forms an open tandem queuing model in which 

each node has a First In First Out (FIFO) buffer.  After a packet 
is transmitted by a node, it may move to another node, or leave 
the system completely. 

In tandem queuing systems, the arrival times to the receiving 
node are strongly correlated with departure time from the 
preceding nodes.  There exists no analytical results for such 
networks in which inter-arrival and service times are 
dependent.  However, Kleinrock independence approximation 
[8] states that merging several packet streams on a transmission 
line has an effect akin to restoring the independence of inter-
arrival times and packet lengths, thus an M/M/1 queuing model 
can be used to analyze the behavior of each communication 
link. 

A Jackson queuing network [4] is a network of an n M/M/n 
state-independent queuing system with the following features.  

(i) There is only one class of packets arriving to the system. (ii) 
Exogenous packets arrive at node j according to a Poisson 
process with rate γj ≥ 0.  (iii) The service times of the packets at 
jth queue are exponentially distributed with mean 1/µj. Upon 
receiving its service at node i, the packet will proceed to node j 
with a probability rij or leave the network at node i with 

probability ∑
=

−
n

j
ijr

1

).1(  Finally, the queue capacity at each 

node is assumed to be infinite, so there is no packet dropping. 
Let R be the n×n probability matrix describing the routing of 

packets within a Jackson network [4], λ = (λ1,λ2,··· ,λn) be the 
mean arrival rates of the relayed packets, and γ = (γ1,γ2,··· ,γn) 
be the mean arrival rates of the exogenous packets.  Unlike the 
state transition used for Markov chains, the rows of R matrix 
need not necessarily sum up to one, i.e., ∑ ≤

j
ijr .1   The 

routing matrix R is simply generated by the underlying DTN 
routing algorithm during a stationary period.  Assuming the 
network reaches equilibrium, then we can write the following 
traffic equation using the flow conservation principle, in which 
the total sum of arrival rates entering the system is equal to the 
total departure rate under steady-state condition. 

 

 ∑ =λ+γ=λ
n

i
ijijj njr ....,,2,1,  (1) 

 
In the steady state, assuming the network is stable, the 
aggregate input rate λj into node j is equal to the aggregate 
output rate from node i, i = 1, ···, n.  Therefore, we have a 
system of n equations and n unknowns.  These equations can 
be written in matrix form as, 
 
 λ+γ=λ R (2) 
 
and the aggregate arrival rate vector can be solved by, 
 

 γ=λ   (I – R)-1 µ<  (3) 
 
where, γ = (γ1,γ2,··· ,γn) and the components of the vector I give 
the arrival rates into the various stations, and µ = (µ1,µ2,··· ,µn) 
is a vector representing service rates.  The service times are 
assumed to be mutually independent and also independent of 
the arrival process at that queue, regardless of the previous 
service times of the same packet in other nodes. 

The mean queue size and mean delay for the jth queue are 
given by, 

 

,
1

][
j

j

jj

j
jLE

ρ−

ρ
=

λ−µ

λ
=  njDE

jj
j ...,,2,1,1][ =

λ−µ
=  

 (4) 
 
where, we can compute the arrival rate λj and the expected 
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queuing delay E[Dj] from Equations (3) and (4), respectively. 
Consider a path x = xl→ xl−1 → ··· → x1 from source node xl 

to a destination node x1, then the end-to-end delay for traffic 
originated at node xl  is: 

 

  ∑
= λ−µ

=
l

j jxjx
xDE

1

1][   (5) 

 
Let χ be the set of paths generated by routing algorithm R, then 
the average E2E delay D can be computed by, 
 

  ∑
χ∈χ

=
x

xDED ][
||

1
  (6) 

 
Consider the network in Figure 1 in which some links may not 
always be connected.  Without loss of generality, assume that 
during a particular time interval ∆t all traffic generated by 
nodes 2-7 are heading towards node 1, then Equation (3) gives 
the following solutions. 
 

  (7) 
 
If we assume the exogenous generated locally by each node 
has a rate γ, then the E2E delay for each traffic source can be 
computed by Equation (6) as, 
 
          .1,)(

1)( niDE
ii

i ≤≤γ−µ=       (8) 

 
Note that γi is bounded by the condition in Equation (3) and 
must hold for each node (i.e., λi < µi). 
 

3 Supporting Mobility 
 
Mobility is an important aspect of MANETs and many 

scenarios in DTNs and MANET.  Mobility models can be 
classified into (i) deterministic models (e.g., urban traffic 
models), (ii) semi-deterministic models (e.g., Column model, 
Pursue models), and (iii) random models (e.g., Brownian 
Motion and Waypoint models) [10].  Mobility can change the 
state of the routing matrix R deterministically or 
probabilistically at a given time as defined by one of the above 

mobility models.  R contains two pieces of information; 
adjacency (connectivity) matrix that represents that state of the 
network, and weighted links that represent the proportion of 
traffic routed through each link.  This is particularly useful 
when alternate paths are used within a DTN. Let N = {v1, v2, 
···, vn} be the set of nodes and L = {lij; 1 ≤ i,j ≤ n, i < j} the set 
of links.  We define the adjacency matric A = [aij] from the 
routing matrix R = [rij] as, 

 

 
⎪⎩

⎪
⎨
⎧ ≤≤

=
otherwise

njir
a

ji

ji
,0

,1,1
  (9) 

 
We assume undirected graphs that represent symmetric 
connectivity in terms of bit-rate between two connected nodes.  
Therefore, |L| = n(n − 1)/2, represents the size of transition 
states.  Hence, there are potentially 2|L| states the network can 
go through.  Let S = {0,1,2,··· ,2|L| − 1} be the set of possible 
states the network can go through as the result of any mobility 
pattern, where each state can be represented by a binary 
number [s0s1 ···s|L|−1], si ∈ {0,1}, si = 1 corresponds to link i 
being in ON state, and si = 0 corresponds to link i being in OFF 
state, 0 ≤ i ≤ |L| − 1.  Therefore, [00···0] represents an edge-less 
graph and [11···1] represents a fully-connected graph.  The 
transition from OFF state to ON state on link i occurs with 
probability βi and the transition from ON state to OFF state on 
link i occurs with probability αi.  In DTN terminology, ON and 
OFF periods are called contact time and inter-contact time, 
respectively.  In discrete time, OFF and ON periods are 
geometrically distributed with the mean 1/αi and 1/βi, 
respectively.  In continuous time, OFF and ON periods are 
exponentially distributed with the mean 1/αi and 1/βi, 
respectively.  Figure 3 represents the transition probabilities. 
 

 
 

Figure 3:  State transition of link i 
 
The transition probability matrix and the transition rate 

matrix for the state transition in Figure 3 are pi and qi, 
respectively. 

 

,
1

1

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡

β−β

αα−
=

ii

ii
ip  

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

β
−

β

αα
−

=

ii

ii
iq 11

11

 (10) 

 
Now, Consider the network in Figure 4 with 16 possible states 
of which under mobility 5 states preserve network connectivity 
and 11 states cause network disconnectivity.  The set of 
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possible states are divided into two groups; connected states Sc, 
in which the underlying graph is connected, and disconnected 
states, Sd, in which the underlying graph is not connected.  The 
latter cause intermittency in DTNs.  When a link disruption 
does not result in network disconnectivity, such as 
 

 
Figure 4: (a) and (b) are connected states and (c) is a 

disconnected state. 
 
those in states Sc = {7, 11, 13, 14, 15}, then the average E2E 
delay can be computed by Equation (6).  However, for the rest 
of the states (Sd), the E2E delay should be computed 
differently.  This is discussed in Section 4.  Figure 5 illustrates 
the state transitions for the network in Figure 4(a).  Yellow 
nodes correspond to disconnected states and blue nodes 
correspond to connected states.  For the sake of simplicity and 
without loss of generality, we assume αi = α and βi = β for all 
links.  Let πk be the probability that the network is in state k, 0 

≤ k < 2|L| − 1.  Where, ∑
−

=

=π
1||2

0

.1
L

k
k   The state diagram in Figure 

5 gives the following balance equations.  Let P be the 
transition probability matrix corresponding to the state 
transition diagram in Figure 5, where Pij ∈ {0, α, β}, 0 ≤ i, j ≤ 
15.  The balance equations in (11) can be re-written in a 
generic compact form as, 
 
  

 

Figure 5:  State transitions diagram 

  (11) 
 
 

 ∑ ∑
−

=

−

=

−≤≤=π−π
1||2

0

1||2

0

|| 120,0
L

j

L

j

L
ijjjii iPP  (12)  

 
In steady state, the set of equations in (11) can be solved 
symbolically by a linear solver, and the steady state 
probabilities can be computed as, 
 
π0 = β4/d π1 = β3α/d π2 = β3α/d  

π3 = β2α2/d π4 = β3α/d π5 = β2α2/d  

π6 = β2α2/d π7 = βα3/d π8 = β3α/d 
 

π9 = β2α2/d π10 = β2α2
 /d π11 = βα3/d 

 

π12 = β2α2/d π13 = βα3/d π14 = βα3/d 

 

π15 = α4
 /d   

 

 (13) 
 
where, d = (β + α)4. 

 
4 Expected Connection Time 

 
While the expected delay for connected states (Sc = {7,11,13, 
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14,15}) can be directly computed from Equation (6), the 
expected delay for disconnected states (Sd = {0,1,2,3,4,5,6,8,9, 
10,12}) include the expected connection time to reach a 
connected state and that is what we calculate in this section. 

We refer to Markov chain X0, X1, X2, ··· which has the state 
space S, and that could be finite or infinite set.  Let, as before, 
P be the transition matrix representing the state transition 
diagram in Figure 5.  The first connection time Fij, and the 
mean first connection time mij from state i to state j are defined 
[9] as follows: 

 
SjiiXjXtF tji ∈=−=≥= ,}|:1min{ 0  
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M = [mij] is called the mean first connection time matrix of 

the chain.  The mean first connection time gives us information 
about the short range behavior of the chain, i.e., how long one 
can expect to get to a state of connectivity, given that the 
current state is a disconnected state. 

The mean connection time, im , for the state transition 
diagram in Figure 5 has been calculated accordingly in Table 1, 
where, i ∈ Sd = {0,1,2,3,4,5,6,8,9,10,12} and j ∈ Sc = 
{7,11,13,14,15}.  Note that im  is averaged over column j, and 
that represents the average connection time from state i to any 
state j. 
 
 

Table 1:  Mean connection time (mi) 
 Sc{7,11,13,14,15} 

 α = 0.5 α = 0.7 α = 0.6 α = 0.8 

Sd β = 0.5 β = 0.4 β = 0.3 β = 0.7 
Mean 2.26 3.95 5.83 1.71 

 
 
Now, the average E2E delay can be computed by,   
 

 ∑ ∑
∈ ∈

+π+π=
cSi dSi

iiiii mDDD )(
 

(15) 

 
where, iD  is obtained from Equation (6) and im  from 
Equation (14).  In order to tackle the composite delay we 
decouple packet transmission delay from disruption delay as 
shown in Equation (15).  
 

5 Simulation Results 
 
We have tested the model for various network topologies 

using both the analytical model described in this paper as well 
simulation models.  Specifically, we used DTN simulator ONE 
[6] to compare theoretical results with simulation results.  In 
 

these experiments, we have maintained an unsaturated state for 
each node (queue) in the system and maintained the stability 
condition for each node under composite traffic aggregation by 
conforming with Equation (3).  We run simulations long 
enough to meet the steady state requirement of the analytical 
model.  We used First Contact routing algorithm [5] which 
forwards a packet along an edge chosen randomly among all 
the current contacts.  Anti-cycling and packet duplication 
elimination have been provisioned.  The routing protocol is a 
single copy protocol in which at any given time t, there exists 
only one copy of the message in the network.  We set up the 
simulation parameters with channel-speed (250 KB/s), packet 
size (250 KB), service time (µ = 1 s), traffic load (0.1 ≤ ρ ≤ 
0.9), and ON/OFF probabilities (α = β = 0.5). 

The results obtained from the analytical model in Sections 3 
and 4 have been compared with the simulation results obtained 
under various traffic load and disruption conditions.  The E2E 
delay was calculated under two scenarios; for connected states 
(Sc) in which E2E connectivity is always available, and for all 
states (Sc ∪ Sd) to observe the impact of link disruption on E2E 
delay.  These are illustrated in Figure 6a and 6b, respectively.  
While we used a 4-node network to illustrate the delay 
analysis, we have also tested the model for more realistic 
topologies.  In particular, we used the two network topologies 
used by NASA for space communications.  These are shown in 
Figure 7.  The analytical and simulation results are shown in 
Figure 8.  The reason the analytical model gives a slightly 
better performance than the simulation experiments in Figures 
6 and 8 is the result of finer timing used in analytical model (∆t 
→ 0) and exponentially generated pseudorandom numbers 
generated by the simulation.  The gap becomes slightly larger 
when the number of nodes or the network load is increased, 
and the analytical results show better performance than 
simulation.  Still, E2E delay approximation is very close to 
simulation results. 

 
6 Conclusions 

 
In this paper, we have developed a new model that can be 

used to approximate the average E2E delay in DTNs.  The 
model is based on an open queuing system with Markovian 
process using Jackson’s theorem [4].  We have augmented the 
model to incorporate various types of mobility models.  The 
model efficiently calculates the transition time between various 
graph disconnectivity states and those which are in the states of 
connected graphs.  The model is quite general in the sense that 
it can accommodate various routing algorithms as long as the 
algorithm that generates a routing matrix is irreducible on each 
time interval.  The limitation of the model relates to the 
scenarios when mobility pattern is highly random and causes 
infinite disconnectivity.  This model can be further extended to 
explore various routing algorithms such as Spray and Wait 
routing [16] in which multiple copies of the same message are 
transmitted via connected links through a controlled flooding 
mechanism to increase the probability of destination 
reachability while increasing the queuing delay.  



  IJCA, Vol. 22, No. 3, Sept. 2015 

 

108

 
 
 

  
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure  6:  E2E delay analysis of 4-node network 

 

 
 

                         (a) Multiple Spacecraft as in [13] (b) Spacecraft Topology similar to [15] 

Figure 7:  NASA Spacecraft Topologies 
 

      

Figure 8:  E2E delay analysis of NASA spacecraft topologies 
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Abstract 
 

In this study, we design a new graphic user interface (GUI) 
to detect distracted car driving using the driver’s eye 
movement and driving data.  Our system uses an eye 
movement sensor to collect data about the driver’s eye 
movements and a driving data sensor to gather data on speed, 
acceleration, and steering, as well as GPS data for location 
information.  Our system measures the driver’s eye 
movements and driving conditions based on information 
obtained from each sensor, and detects distracted car driving 
using the driver’s mental model.  We implement our system 
on a Windows PC and a tablet PC to detect distracted driving.  
We expect that this GUI will reduce car driving risks by 
providing advice or urging caution by voice utterance from the 
tablet PC when our system detects distracted driving. 

Key Words: Detecting distracted car driving, eye movement, 
driving data, tablet PC, cognitive distraction 

 
1 Introduction 

 
Near the end of the 20th century, car driving safety was 

enhanced with improvements in the transportation 
infrastructure and in the laws and regulations in Japan, Europe, 
and the United States.  In addition, various service systems 
(e.g., car navigation systems) for car drivers have been 
developed and sold.  However, such devices as televisions 
and DVD players that are viewable in the car have also 
become popular.  Such products can cause distracted driving 
and have caused traffic accidents in recent years.  In addition, 
mobile phone and smart phone penetration is now resulting in 
distracted driving due to calls or operation of these phones 
while driving, causing traffic accidents and presenting new 
problems. 

                                                 
* Faculty of Sci. and Tech., Yamazaki 2641, Noda-shi,  Email:  
hiroyuki@rs.noda.tus.ac.jp. 
‡ Shibuya CROSS TOWER, 28th Floor, 2-15-1 Shibuya. 
† 1-17-3 Meguro-ku Meguro.  Email:  mizo@wisdomtex.com. 

The National Highway Traffic Safety Administration 
(NHTSA) has identified three types of distracted driving based 
on distraction factors [7]:  (1) visual distraction, (2) cognitive 
distraction, and (3) manual distraction.  Visual distraction 
occurs when the driver is viewing an unrelated object (i.e., 
look-away driving).  Viewing and operating a smart phone, 
viewing the car’s TV, or operating and viewing the car 
navigation system while driving are considered visual 
distractions.  In addition, the visibility of outside material 
(beyond safety checks) during driving also comprises a visual 
distraction.  The second type, cognitive distraction, is due to 
the internal state of the driver who is thinking about unrelated 
things while driving.  Examples include driving while talking 
on a cell phone and concentrating on one's thoughts.  The 
third type, manual distraction, is caused by an intentionally 
careless driver.  Among these distractions, we may consider 
the similarity between visual distraction and the concept of in 
attentional blindness described by Arien Mack [4]:  “when 
you are looking at something, you fail to perceive a suddenly 
appearing stimulus.”  In order to detect distracted driving, we 
measure the driver’s eye movements while driving.  However, 
cognitive distraction is the result of the driver’s internal state.  
It is difficult to detect cognitive distraction using just eye 
movement and driving data [8].  To solve this problem, we 
focus on Harbluk’s finding that saccade frequency is reduced 
when driving with cognitive distraction [3].  Thus, it is 
possible to detect decreased attention to the driving 
environment by measuring saccade frequency.  We have 
demonstrated that it is possible to detect cognitive distraction 
by applying eye movement and driving data to the driver’s 
mental model [8] and measuring saccade frequency [6].  

In the present study, we design a system to detect distracted 
car driving using the driver’s eye movement and driving data.  
Our system uses an eye movement measurement sensor to 
collect data on the driver’s eye movements, and we use a 
driving data measurement sensor to gather data on speed, 
acceleration, and steering, as well as GPS data for location.  
The system measures the driver's eye movements and driving 
situation based on information obtained from each sensor and 
detects distracted car driving using the driver’s mental model 
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[8].  Our study implements a system on a tablet PC to detect 
distracted driving.  We expect that this system will reduce the 
car driving risk by providing advice or urging caution by voice 
from the tablet PC when it detects distracted driving. 

 
2 Eye Movement Driving Data 

 
2.1 Raw Data 

 
We use the EMR-8 (NAC Image Technology, Inc. 

(www.eyemark.jp)) to collect data on the driver’s eye 
movements.  This device measures horizontal and vertical 
viewing angles in degrees.  For this study, we consider 60 
data points per second [5-6, 10].  

The Controller Area Network (CAN), an in-vehicle LAN 
used to gather driving data, is a standard used for data transfer 
between in-vehicle equipment.  The International 
Organization for Standardization has standardized it as ISO 
11898 and ISO 11519.  We use CAN to obtain the accelerator 
depression rate (0% to 100%), braking signal (0 or 1), steering 
signal (-450 to 450 degrees), a signal representing the gear (0 
to 4), and the front separation (in meters).  For these 
measurements, we modified a Toyota Crown and obtained 10 
data points per second. 

We measured eye movement and driving data of a novice 
driver for 20 min. while driving on two types of road:  an 

urban road with much traffic (Shibuya area) and a road with 
moderate traffic (Noda area).  It should be noted that this 
subject usually stays in the Shibuya area; this driving 
experience in the Noda area was the first time.  In this 
experiment, the results of driving for 1767 seconds provided 
data for 100,464 measurements in the Shibuya area, and the 
results of driving for 1266 seconds provided data for 72,905 
measurements in the Noda area.  First in our study, we 
generate a learning rule that enables us to detect visual 
distractions from the eye movement and driving data of this 
novice driver.  We extract the object of attention in the timing 
of saccade from the video record made during driving, and 
judge whether attention paid to the subject is relevant to visual 
distraction.  We execute SVM learning using saccade data 
judged as visual distractions as positive examples.  It should 
be noted that we also have driving data for a senior driver; 
however, because the saccade data judging the visual 
distraction of the senior driver was less extreme, we use only 
the novice driver's data for learning.  

The eye movement data and the car driving data must be 
synchronized (Figure 1).  The third-row data (No. 2420) 
indicates that the car’s velocity is 39.42km/h with an 
accelerator depression rate of 29%, and the vehicle is running 
almost straight (steering angle -4.5).  The driver is gazing at 
the center (coordinates (-6.3, 19.7)).  All the data can be used 
to produce training data, as demonstrated in the next section.  

 
 

No.
Tim ecode
hh:m m :ss:nn

Front 
signal

Accelerator
rate

Brake
signal

Velocity
Steering
angle

G aze_X G aze_Y

2418 01:30:56:13 0 29 0 38.74 -6 -6.8 18.8

2419 01:30:56:19 0 29 0 39.19 -4.5 -6.2 19.7

2420 01:30:56:25 0 29 0 39.42 -4.5 -6.3 19.7

2421 01:30:56:31 0 29 0 39.84 -3 -6.7 19.1

2422 01:30:56:37 0 29 0 340.15 -3 -21 -1.1

Current gaze point

Driving Data Gaze Data
 

Figure 1:  Eye movement and driving data 
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  In our study, we define saccade and fixation as follows [8].  
 
- Saccade 

Saccade is caused by a change in the road situation or 
the appearance of pedestrians or cars.  It is considered 
a perception factor in the driving model. 

- Fixation 
Fixation is regarded as a cognitive factor in which the 
driver determines the next action by recognizing 
changes in the environment and objects.  It is also 
related to the perception of temporal changes, such as 
signal changes and road signs. 

 
2.2 Data Arrangement 

 
We identify a driver’s cognitive load induced by a saccade 

in one second, and average the raw data for each second.  

 Tracking saccade events, we detect such targets as the 
speedometer, rear-view mirror, car navigation device, road 
signs, and pedestrians.  In addition, we define the target as 
unknown when we cannot detect the target of a saccade event, 
such as looking away.  This raw data arrangement consists of 
the following steps [5-6].  

 
- Step 1. Collect a set of raw data measured over a second 

and average each attribute of driving data (Figure 
2, Step 1). 

- Step 2. Detect large changes of eye movement that 
indicate a saccade event and obtain a set of time 
codes (Figure 2, Step 2). 

- Step 3. Calculate the gaze point corresponding to a 
saccade from the raw data (Figure 2, Step 3).

 

No.
Tim ecode
hh:m m :ss:nn

Velocity
Steering
angle

G aze_X G aze_Y

2414 01:30:55:49 37.4 -6 -6.4 18.7

2415 01:30:55:55 37.85 -6 -6 18.9

2416 01:30:56:01 38.19 -6 -6.1 18.9
2417 01:30:56:07 38.49 -6 -7.1 18

2418 01:30:56:13 38.74 -6 -6.8 18.8

2419 01:30:56:19 39.19 -4.5 -6.2 19.7

2420 01:30:56:25 39.42 -4.5 -6.3 19.7

2421 01:30:56:31 39.84 -3 -6.7 19.1

2422 01:30:56:37 40.15 -3 -21 -11

2423 01:30:56:43 40.62 -3 -20.3 -8.7

2424 01:30:56:49 40.83 -1.5 -17.7 -10
2425 01:30:56:55 41.16 0 -17.5 -9.6

2426 01:30:57:01 41.43 0 -17 -10

2429 01:30:57:19 42.2 1.5 -6.1 19
Tim e
ID

Tim ecode
hh:m m :ss

Velocity
Steering
angle

G aze_X G aze_Y Saccade

226 1:30:55 35.98 7.33 -6.7 18.5

227 1:30:56 39.66 -3.75 -11.57 7.52

228 1:30:57 42.81 2.06 -7.66 14.51

229 1:30:58 45.24 2.1 -4.89 18.58

230 1:30:59 47.76 0 -4.5 19.59

…

…

…

…

2. Detect large changes 
of the gaze data

4. Identify an object 
the driver saw

Meter

No.
Tim ecode
hh:m m :ss:nn

G aze_X G aze_Y

2422 01:30:56:37 -21 -11

2423 01:30:56:43 -20.3 -8.7

2424 01:30:56:49 -17.7 -10

2425 01:30:56:55 -17.5 -9.6

3. Check  the gaze point

…

…

1. Calculate 
averages

 

Figure 2:  Data arrangement for each second.  Driving data is averaged, and saccade events are detected 
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- Step 4. Identify an object (e.g., a meter) within the gaze 
point through video analysis (Figure 2, Step 4).  
If the object is identified, it is used as the value 
of the saccade attribute. 

 
Step 4 is currently performed manually, rather than 
automatically.  In Figure 2, the rear-view mirror is identified 
as the saccade target. 
 
2.3 Data Transformation 

 
A driver’s cognitive state can be characterized by a sequence 

of saccades; however, we employ only adjacent saccades 
within a short time period (5 to 10 sec.) to predict the 
cognitive state for recognition and decision making.  This 
includes driving data after 5 sec. because some operations are 
intended by the driver and are considered predictable changes 
for the driver.  Thus, driving data for a small number of 
saccade events are regarded as training data for learning. 

 
- Step 1. Collect an ordered set of saccade event data in 

which “saccadeID” is inserted for each datum. 
- Step 2. Add new attributes indicating differences within a 

short time period (5 sec. before and after), where 
each difference is represented by ⊿ -second.  
This data is used for SVM learning.  

 
In addition, we split the data at a constant interval and 
averaged the data for each interval from the raw driving data.  
 

Next, we divided each split data into several sections using the 
threshold data, and converted the qualitative data.  For 
example, our Noda area data is divided into 252 data sections.  
This data is used to determine whether the data could be 
adapted to the mental model [8] in our system. 

 
3 Graphic User Interface to Detect Distraction:  

Cog-Tracker 
 
In this study, we develop the graphic user interface (GUI) 

Cog-Tracker (Figure 4) to extract eye movement features and 
detect distracted driving.  This GUI system consists of video 
driving data, raw driving data, and transformed data based on 
the raw data.  This is indicated by drawing a viewpoint circle 
at a given time during the driving video.  This system is im-
plemented in Java programming language.  We incorporated 
the VideoLAN Client (VLC: http://www.videolan.org/vlc/) 
and its library on the video display into a device using the 
Windows OS.  In a tablet PC using the Android OS, we used 
the Android OS’s own library [1] on the video display.  In addi-
tion, we incorporated a Google Map display function in the tablet PC 
to determine specific distracted car driving in the resulting location. 

Figure 3 illustrates the process of data transformation consisting of 
the following steps. 

 
3.1 Flow of the Cog-Tracker 
 
Cog-Tracker uses the playback time of the driving video 

data as a trigger.  Figure 5 illustrates the flow of the  

 
 

Saccade
ID

Tim e
ID

Velocity
Velocity

⊿-5s
Velocity

⊿-1s
Velocity

⊿+5s
Steering
angle

Steering

⊿-5s
Steering

⊿-1s
Steering

⊿+5s Saccade

42 225 30.95 18.2 4.6 4.6 5.79 -169.7 -27.8 -5.6 drivingM irror

43 227 36.42 17.7 2.2 -5.8 -1.33 -138.8 -0.6 1.3 rightRearview M irror 

44 229 36.53 10.2 -0.4 -7.5 6 -27.6 3.8 -8.1 carNavigation

Tim e
ID

Tim ecode
hh:m m :ss

Velocity
Steering
angle

G aze_X G aze_Y Saccade

224 03:43:05 26.31 33.6 7.19 7.96

225 03:43:06 30.95 5.79 -14.3 13.3 drivingM irror

226 03:43:07 34.24 -0.75 -3.69 9.54

227 03:43:08 36.42 -1.33 4.53 9.76 rightRearview M irror

228 03:43:09 36.94 2.25 5.86 6.19

229 03:43:10 36.53 6 -6.9 5.43 carNavigation

230 03:43:11 35.57 0.17 -13.13 -0.57

Saccade
ID

Tim e
ID

Velocity
Steering
angle

G aze_X G aze_Y Saccade

42 225 30.95 5.79 -14.3 13.3 drivingM irror

43 227 36.42 -1.33 4.53 9.76 rightRearview M irror

44 229 36.53 6 -6.9 5.43 carNavigation

…

…

…

…

…

…

…

…

Select saccade event data

Add  difference data

 
 

Figure 3:  Data transformation 
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Driving Video Data

Cog‐Tracker

Raw Driving Data

Transformed Data
from the raw data

No.
Tim ecode
hh:m m :ss:nn

Velocity
Steering
angle

G aze_X G aze_Y

2414 01:30:55:49 37.4 -6 -6.4 18.7

2415 01:30:55:55 37.85 -6 -6 18.9

2416 01:30:56:01 38.19 -6 -6.1 18.9

2417 01:30:56:07 38.49 -6 -7.1 18

2418 01:30:56:13 38.74 -6 -6.8 18.8

2419 01:30:56:19 39.19 -4.5 -6.2 19.7

2420 01:30:56:25 39.42 -4.5 -6.3 19.7

2421 01:30:56:31 39.84 -3 -6.7 19.1

2422 01:30:56:37 40.15 -3 -21 -11

2423 01:30:56:43 40.62 -3 -20.3 -8.7

2424 01:30:56:49 40.83 -1.5 -17.7 -10

2425 01:30:56:55 41.16 0 -17.5 -9.6

2426 01:30:57:01 41.43 0 -17 -10

2429 01:30:57:19 42.2 1.5 -6.1 19

 

Figure 4: Cog-Tracker:  This system extracts video driving data, raw data, and transformed data from the raw data.  This is 
indicated by drawing a viewpoint circle at the current time during the driving video 

 

Cog-Tracker.  The Cog-Tracker flow is as follows: 
 
- Step 0. Cog-Tracker plays the driving video data using 

VideoLAN Client (VLC) via the API library.  
VLC displays images at 30 frames per second.  

- Step 1. Cog-Tracker checks the playback time of the 
driving video from VLC. 

- Step 2. Cog-Tracker confirms eye location from the raw 
  
 

 driving data at the playback time checked in step 1 
and displays eye location in the video that is 
playing.  

- Step 3. Cog-Tracker judges whether or not the timing of 
the playback time is distracted car driving using 
the transformed data.  If the timing is that of 
distracted car driving, Cog-Tracker displays the 
situation information.  

 

 
Figure 5:  Flow of cog-tracker 
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- Step 4. Return to step 1 at an interval (usually 1000/30 
sec. because the video rate is 30 frames per 
second). 

 
Cog-Tracker uses two methods to detect two types of 

distracted car driving. 
 
- Detection of visual distraction using a support vector 

machine (SVM) 
In our previous study [6], we produced learning rules 

for visual distraction detection using an SVM [9]. 
Cog-Tracker can detect visual distraction by SVM 
determination using such rules on eye movement and 
driving data. 

 
- Detection of cognitive distraction based on the mental 

model 
In our previous study [6], we demonstrated that it is 

possible to detect cognitive distraction using the driver’s 
mental model and measuring saccade frequency.  We 
used the saccade frequency information from eye 
movement data and a qualitative model [8] of the 
cognitive mental load to detect cognitive distractions that 
change the driver’s internal state.  Using this qualitative 
model, 80% of the obtained eye movement and driving 
data can be interpreted.  In our previous study, we 
focused on the remaining portion of the eye movement 
and driving data that is inconsistent with the model and 
discovered that cognitive distraction generally occurs in a 
state with inconsistent data.  Cog-Tracker can detect 
cognitive distraction by detecting a conflict between the 
qualitative model relating mental load to eye movement 
and the corresponding driving data. In addition, we focus 
on Harbluk’s finding that saccade frequency is reduced 
during driving with cognitive distraction [3].  
Cog-Tracker can confirm cognitive distraction using 
eye-movement data when saccade frequency is reduced 
and car speed is high (40km/h). 

 
3.2 Display of Eye Movement State 

 
The GUI combines a video recording of the driving, the eye 

movement data, and the driving data to confirm the video 
driving situation (Figure 4).  It also records the location of 
eye movement in real time.  In addition, it is possible to 
check the status of eye movement over a predetermined period 
of time (Figure 6). 

 
3.3 Display Based on Visual Distraction Detection Using 

SVM 
 
Using the rule learned by SVM for the training data 

(gathered data), Cog-Tracker can detect visual distraction in 
new data.  Figure 7 presents a situation in which Cog-Tracker 
detects visual distraction.  In this situation, Cog-Tracker also  

 
 

Figure 6: Visualization of eye movement over a certain 
period of time (5 sec. in the figure) presented by 
Cog-Tracker.  The color becomes clearer as the 
visualization approaches the present time in the 
driving video 

 

Detect Cognitive distraction

Detect Visual Distraction

 

Figure 7: Detecting visual and cognitive distraction using the 
Cog-Tracker.  Each detector detects each 
distraction at the same time 

 
detects cognitive distraction at the same time. 

 
3.4 Display Based on Cognitive Distraction Detection 

Using a Mental Model 
 
Cog-Tracker detects cognitive distraction by detecting when 

the eye movement and driving data are inconsistent with the 
mental model.  Figure 8 depicts a situation in which 
Cog-Tracker detects cognitive distraction.  In addition, 
Cog-Tracker confirms cognitive distraction based on eye 
movement data when the saccade frequency is reduced (no eye 
movement) and car speed is high (Figure 9). 
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Change Color to RED Show Information

The eye‐movement and 
driving data are  inconsistent 
with the Mental Model

 
Figure 8: Detecting cognitive distraction using Cog-Tracker (1).  The relationship between the eye movement and driving 

data was inconsistent with the mental model 
 

Change Color to YELLOW

Gaze Movement is Not Active

 
 

Figure 9:  Detecting cognitive distraction using Cog-Tracker (2).  Saccade frequency is reduced (no eye movement) 
 

3.5 Display on the Tablet PC 
 
Our Tablet PC (Android) is a Google Nexus 10.  

Developing an Android tablet application is comparatively 
easy because the development language basically conforms to 
Java (Android SDK [1]).  Figure 10 depicts its 
implementation on a tablet PC.  The system on the tablet PC 
is able to check the current location using map information.  
Using this system, we can specify distracted driving at 
accident prone locations.  

 
4 Discussion 

 
Using Cog-Tracker on a Windows device or an Android 

tablet PC, we can detect visual and cognitive distraction 
during vehicle operation.  In detecting cognitive distractions, 
many situations (25%) are detected as visual distractions at the 

same time.  Figure 11 presents an example of cognitive and 
visual distraction.  In this scene, the driver increased the ratio 
of saccade and fixation (in the driver's mental model [8], the 
parameter of 'env' is up).  This means the driver was visually 
gathering information at this timing.  Usually in these 
situations, the driver’s resource consumption due to 
environmental change must increase (in the model, the 
parameter is 'used_p').  However, in this timing, 'used_p' 
decreased.  This scene is thus inconsistent with the driver’s 
mental model.  We checked the reason and found that this 
driver increased speed at this time (then 'perform+' parameter 
is increased in the model).  As a result, we were finally able 
to confirm that the 'used_p' parameter increased.  In addition, 
this driver drove while looking at other objects (here, a 
vending machine).  Using Cog-Tracker, we were able to 
discover dangerous driving as a result of detecting cognitive 
and visual distraction.  In a future study, we will consider 
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Figure 10: Cog-Tracker implementation on a tablet PC.  This 
system can display video and map information to 
drivers 

 
the relationship between visual distraction and cognitive 
distraction. 

We found that in 90% of detected cognitive distraction 
situations in which the driver drives at high speed (40km/h), 

saccade frequency is reduced (i.e., no eye movement).  Thus, 
the driver's eye movement is not active during driving, which 
is inconsistent with the qualitative model.  However, this is 
consistent with the fact that saccade frequency during driving 
with cognitive distraction is reduced, as Harbluk proposed [3].  
However, some situations in which the saccade frequency is 
reduced are expected to present less risk because the driver is 
driving stably on a wide road.  Announcements concerning 
distractions made to the driver, the subject of our study, are 
meaningless in such situations.  In future work, distractions 
detected with consideration of risk based on location 
information will become important. 

 
5 Conclusion 

 
In this study, we designed a new GUI to detect distracted car 

driving using the driver’s eye movement and driving data.  
Our system employs an eye movement measurement sensor to 
collect data on the driver’s eye movements, and a driving data 
measurement sensor to gather driving data on speed, 
acceleration, and steering, as well as GPS data for location 
information.  The system measures the driver’s eye 
movements and the driving situation based on the information 
obtained from each sensor and detects distracted car driving 
using the driver’s mental model.  In our study, we 
implemented our system on a Windows PC and a tablet PC to 
detect distracted driving.  We expect that our system will 

Figure 11: Typical scene of cognitive and visual distraction.  The left image depicts cognitive and visual distractions.  The 
figure on the right illustrates the driver's mental model [8] of the scene and detection inconsistent with the model 
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reduce driving risk by providing advice and urging caution by 
voice utterance from the tablet PC when the system detects 
distracted driving.  
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Abstract 
 
Real-time systems such as humanoid robots require low 

jitter and high Quality of Service (QoS).  An imprecise 
computation is one of the solutions to improve QoS but 
dynamic-priority imprecise real-time scheduling has high 
jitter.  Semi-fixed-priority scheduling was presented to 
achieve low jitter and high QoS for imprecise computation.  
Unfortunately, a semi-fixed-priority scheduling algorithm, 
called Rate Monotonic with Wind-up Part (RMWP), has high 
jitter if the actual case execution time (ACET) of each task is 
shorter than its worst case execution time (WCET).  We 
propose a new semi-fixed-priority scheduling algorithm, 
called Rate Monotonic with Wind-up Part++ (RMWP++), to 
achieve the zero-jitter of each task with harmonic periodic 
task sets.  The zero-jitter technique adds the previous and post 
optional parts to the extended imprecise computation model 
that has a second mandatory (wind-up) part.  We prove that 
the jitter of each task in RMWP++ is always zero and the least 
upper bound of RMWP++ is one with harmonic periodic task 
sets on uniprocessors.  Simulation results show that RMWP++ 
achieves the zero-jitter and has a smaller number of context 
switches than RMWP, if the ACET of each task is shorter than 
its WCET. 

Key Words:  Semi-fixed-priority scheduling, 
schedulability, imprecise computation, jitter, harmonic 
periodic task sets. 

 
1 Introduction 

 
Real-time systems such as humanoid robots [16] are 

composed of real-time scheduling algorithms that have used 
worst case execution time (WCET) to schedule real-time 
tasks.  However, the analysis of the WCET is difficult on 
current real-time systems due to both hardware and software 
complexities.  Moreover, actual case execution time (ACET) 
in humanoid robots tends to change from time to time, 
because their behaviors depend on their environments.  In 
addition, these robots usually have periodic real-time tasks 
with harmonic relationships (harmonic periodic task sets) 
where task periods are integer multiples of each other.  
Harmonic periodic task sets improve the utilization bound of 
                                                           
* Department of Information and Computer Science.  E-mail:  
{chishiro,yamasaki}@ny.ics.keio.ac.jp. 

real-time scheduling [12] and the precision of schedulability 
test [2], compared with general task sets that do not have a 
relationship among the task periods.  These robots must 
control motors with low quality of service (QoS) under 
overloaded conditions.  However, the traditional real-time 
scheduling model, called Liu and Layland’s model [15], does 
not support the overloaded conditions, and hence the 
imprecise computation model [14] was presented. 

The imprecise computation model is one of the techniques 
used to cope with such uncertainty.  The crucial point is that 
the computation is split into two parts: mandatory part and 
optional part.  A mandatory part affects the correctness of the 
result and an optional part only affects QoS.  By restricting the 
execution of the optional part to only after the completion of 
the mandatory part, real-time applications based on the 
imprecise computation model can provide the correct output 
with lower QoS, by terminating the optional part.  However, 
the imprecise tasks in humanoid robots require outputting the 
results to their actuators.  When the imprecise tasks terminate 
or complete their optional parts, the imprecise computation 
model cannot guarantee completing them by their deadlines.  
In order to overcome the weakness of the imprecise compu-
tation model, we use the extended imprecise computation 
model [13] with a second mandatory (wind-up) part. 

Extended imprecise tasks for humanoid robots such as 
MPEG decoder, object detection, and path search can be 
adapted to the extended imprecise computation model because 
they must guarantee completing their wind-up parts by their 
deadlines.  In real-time scheduling of extended imprecise 
tasks, Mandatory-First with Wind-up Part (M-FWP) [13] has 
high jitter of the shortest period task due to Earliest Deadline 
First (EDF) [15] based dynamic-priority scheduling [4].  
Hence, M-FWP is difficult to adapt to humanoid robots 
because the jitter-sensitive task such as the motor control task 
with the shortest period in humanoid robots requires the 
minimized jitter to achieve the precise motions.  
Unfortunately, fixed-priority scheduling such as Rate 
Monotonic (RM) [15] with low jitter of the shortest period 
task is also difficult to adapt to the extended imprecise 
computation model because one task may miss its deadline 
due to the overrun of the optional part. 

In our previous research, we presented semi-fixed-priority 
scheduling [5] and a semi-fixed-priority scheduling algorithm 
based on RM, called Rate Monotonic with Wind-up Part 
(RMWP) [5], to achieve both low jitter and high schedula-
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bility in the extended imprecise computation model.  Fortu-
nately, the jitter of each task is zero in RMWP with harmonic 
periodic task sets when the ACET of each task is always equal 
to its WCET.  Unfortunately, the jitter of each task is not zero 
when the ACET of each task is shorter than its WCET.  
Especially, high jitter causes robots to fall down, and hence to 
reduce jitter is very important to achieve the precise motion. 

We propose a new semi-fixed-priority scheduling algorithm, 
called Rate Monotonic with Wind-up Part++ (RMWP++), to 
achieve the zero-jitter of each task with harmonic periodic 
task sets.  The zero-jitter technique adds the previous and post 
optional parts to the extended imprecise computation model.  
We prove that the jitter of each task in RMWP++ is always 
zero and the least upper bound of RMWP++ is one with 
harmonic periodic task sets on uniprocessors.  Simulation 
results show that RMWP++ achieves the zero-jitter and has a 
smaller number of context switches than RMWP, if the ACET 
of each task is shorter than its WCET. 

The remainder of this paper is organized as follows:  
Section 2 describes the system model. Section 3 explains 
semi-fixed-priority scheduling and RMWP.  Section 4 
presents the RMWP++ algorithm and the zero-jitter technique.  
The effectiveness of RMWP++ is evaluated in Section 5.  
Section 6 discusses the compatibility of the zero-jitter 
technique for other real-time scheduling algorithms, and 
Section 7 concludes this paper. 

 
2 System Model 

 
Figure 1 shows the extended imprecise computation model 

[13].  The extended imprecise computation model adds the 
wind-up part to the imprecise computation model [14].  The 
imprecise computation model assumes that the processing to 
terminate or complete the optional part is not required.  
However, motor control tasks in humanoid robots require 
outputting the results to their actuators.  They must guarantee 
schedulability of them, and hence the extended imprecise 
computation model has the wind-up part.  

 

 
 

Figure 1:  Extended imprecise computation model 
 

We assume that the system has one processor and a task set 
Γ consisting of n tasks with harmonic period relations 
(harmonic periodic task sets).  Task τi is represented as the 
following tuple (Ti, Di, ODi, ami, mi, oi, awi, wi):  where Ti is 
the period, Di is the deadline, ODi is the optional deadline, ami 
is the ACET of the mandatory part, mi is the WCET of the 
mandatory part, oi is the Required Execution Time (RET) of 
the optional part, awi is the ACET of the wind-up part, and wi 
is the WCET of the wind-up part.  The RET of each optional  
part tends to be underestimated or overestimated from time to 

time because humanoid robots run in uncertain environments.  
The relative deadline Di of each task τi is equal to its period Ti.  
The jth instance of τi is called job τi,j.  The utilization of each 
periodic task is defined as Ui = (mi + wi)/Ti.  The reason why 
Ui does not include oi is because the optional part of τi is a 
non-real-time part, and hence completing it is not relevant to 
scheduling the task set successfully.  Hence, the utilization of 
the system within n tasks can be defined as U = Σi Ui. All 
tasks are ordered by decreasing priority (T1 ≤ T2 ≤ ... ≤ Tn) and 
τ1 has the highest priority.  We also assume that both ami and 
awi of each task can be analyzed by structural code analysis 
techniques [10-11], when they are ready to be executed. 

In addition, we define the following symbols as follows. 
 
• oi,j :  actual case RET of τi,j 
• ri,j :  release time of τi,j 
• fi,j :  finishing time of τi,j 
• Ri(t):  remaining execution time of τi at time t 
• Hk:  hyperperiod of the kth task set 
 
We define jitter as Relative Finishing Jitter (RFJ) [3].  RFJ 

is the maximum deviation of the finishing time of two 
consecutive jobs: RFJi = maxj |(fi,j+1 − ri,j+1) − (fi,j − ri,j)|.  We 
describe RFJ in Figure 2.  In this case, the RFJ of τ1 is the 
maximum of |(f1,2 − r1,2) − (f1,1 − r1,1)| and |(f1,3 − r1,3) − (f1,2 − 
r1,2)|.  In addition, the RFJ of the shortest period task τ1 is 
defined as Shortest Period Jitter (SPJ). 

An optional deadline is a time when an optional part is 
terminated and a wind-up part is released.  Each wind-up part 
is ready to be executed after each optional deadline and can be 
completed if each mandatory part is completed by each 
optional deadline.  Figure 3 shows the optional deadline of 
each task.  Solid up arrow, solid down arrow, and dotted down 
arrow represent release time, deadline, and optional deadline, 
respectively.  Task τ1 completes its mandatory part by OD1 
and executes its optional part until OD1.  After OD1, then τ1 
executes its wind-up part.  In contrast, task τ2 does not 
complete its mandatory part by OD2.  When τ2 completes its 
mandatory part, τ2 starts to execute its wind-up part and does 
not execute its optional part. 

 

 
 

Figure 2:  Relative finishing jitter 
 

 

 
 

Figure 3:  Optional deadline 
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3 Semi-Fixed-Priority Scheduling 
 
Semi-fixed-priority scheduling [5] fixes the priority of each 

part in the extended imprecise task and changes the priority of 
each extended imprecise task only in two cases:  (i) when the 
extended imprecise task completes its mandatory part and 
executes its optional part and (ii) when the extended imprecise 
task terminates or completes its optional part and executes its 
wind-up part.  When there is no task which is ready to execute 
its mandatory or wind-up part, the optional part of each task is 
executed. 

Figure 4 shows the difference between general scheduling 
such as RM and EDF in Liu and Layland’s model [15] and 
semi-fixed-priority scheduling in the extended imprecise 
computation model.  In general scheduling, when τi is released 
at 0, then Ri(t) is set to mi + wi and monotonically decreasing 
until Ri(t) becomes 0 at mi + wi.  In semi-fixed-priority 
scheduling, when τi is released at 0, then Ri(t) is set to mi and 
monotonically decreasing until Ri(t) becomes 0 at mi.  When 
Ri(t) is 0 at mi, then τi sleeps until ODi.  When τi is released at 
ODi, then Ri(t) is set to wi and monotonically decreasing until 
Ri(t) becomes 0 at ODi + wi.  If τi does not complete its 
mandatory part by ODi, then Ri(t) is set to wi at the time when 
τi completes its mandatory part.  The advantage of semi-fixed-
priority scheduling against general scheduling is that semi-
fixed-priority scheduling can execute optional parts between 
the time when completing mandatory parts and starting to 
execute wind-up parts.  In general scheduling as well as semi-
fixed-priority scheduling, τi completes its wind-up part by Di. 

 

 
 

Figure 4: General scheduling and semi-fixed-priority 
scheduling 

 
RMWP [5] is one of the semi-fixed-priority scheduling 

algorithms with the extended imprecise computation model on 
uniprocessors.  As shown in Figure 5, RMWP manages three 
task queues:  Real-Time Queue (RTQ), Non-Real-Time 
Queue (NRTQ), and Sleep Queue (SQ).  RTQ manages tasks 
that are ready to execute their mandatory or wind-up parts in 
RM order.  One task is not ready to execute its mandatory and 
wind-up parts simultaneously.  NRTQ manages tasks that are 
ready to execute their optional parts in RM order.  Every task 
in RTQ has higher priority than that in NRTQ.  SQ manages 

tasks that have completed their optional parts by their optional 
deadlines or wind-up parts by their deadlines.  The optional 
deadline of each task with harmonic periodic task sets is 
calculated by Response Time Analysis for Optimal Optional 
Deadline with Harmonic periodic task sets (RTA-OODH) [5].  
The optimal optional deadline ODk of task τk is defined as the 
time when the assignable time of τk in [ODk, Dk) is equal to wk 
if the ACET of each task is always equal to its WCET.  In 
order to describe RTA-OODH, we define the following terms 
in [5]. 

 

 
 

Figure 5:  Task queue 
 
Theorem 1 (From Theorem 1 in [5]).  The worst case 

interference time Ii 

k(i < k) that is the upper bound time when τk 
is interfered with by τi is 
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Theorem 2 (From Theorem 5 in [5]).  The assignable time 
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Theorem 3 (From Theorem 6 in [5]).  The worst case 

interference time Ik of τk in [0, ODk) is 
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By Theorems 1, 2, and 3, we introduce RTA-OODH as 

follows. 
 
Theorem 4 (From Theorem 7 in [5]).  The optimal optional 

deadline ODk of task τk with harmonic periodic task sets is 
 

.kkk IAOD +=  
 
Using RTA-OODH, simulation results show that the reward 

ratio of the optional part in RMWP is higher than that in M-
FWP with harmonic periodic task sets [5] though the optional 
deadline of each task in RMWP is calculated offline. 
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4 The RMWP++ Algorithm 
 
In this section, we present the RMWP++ algorithm that has 

the technique to achieve the zero-jitter.  We first describe 
previous and post optional parts in the extended imprecise 
computation model.  We next introduce the overview of the 
RMWP++ algorithm. 

The zero-jitter technique adds the previous and post 
optional parts to the extended imprecise computation model.  
Using the zero-jitter technique, the jitter of each task is always 
zero.  The previous and post optional parts execute the 
optional part, as shown in Figure 1. 

Figure 6 shows the previous and post optional parts.  The 
previous optional part is executed after its mandatory part if 
ami of each task is shorter than its mi in the shared time slot.  
On the other hand, the post optional part is executed before its 
wind-up part if awi of each task is shorter than its wi in the 
shared time slot.  As previously mentioned, both ami and awi 
of each task can be analyzed when they are ready to be 
executed, and hence the wind-up part delays its execution in 
the interval of wi - awi.  Moreover, the priorities of the 
previous and post optional parts of each task are equal to its 
mandatory and wind-up parts.  That is to say, RTQ manages 
tasks that are ready to execute their previous and post optional 
parts.  When the previous or post optional part of each task 
completes its optional part, the task executes its idle part (i.e., 
the task becomes idle but does not switch its context) that 
does nothing and the priority of which is also equal to its 
mandatory and wind-up parts.  The reason why each task 
executes its idle part is to achieve the zero-jitter of each task, 
  

 
(a) Previous optional part 

 

 
(b) Post optional part 

 

 
 

Figure 6:  Previous and post optional parts 

regardless of the ACET of each task.  Therefore, the previous 
and post optional parts do not degrade schedulability, 
compared with if mandatory and wind-up parts are executed 
in their WCETs. 

Figure 7 shows the overview of the RMWP++ algorithm.  
RMWP++ executes nine scheduling events when their 
conditions are met.  The difference between RMWP++ and 
RMWP is the behavior, if the ACET of each task is shorter 
than its WCET, in scheduling events (2.a), (3), (4.a), (5.b.i), 
 

 
(1) When τi becomes ready, set Ri(t) to mi, dequeue τi 

from SQ and enqueue τi to RTQ.  If τi has the highest 
priority in RTQ, preempt the current task. 

(2) When τi completes its mandatory part, set Ri(t) to oi . 
 

(a) If ami is shorter than mi, execute its previous 
optional part until mi. 

(b) Otherwise, dequeue τi from RTQ and enqueue τi 
to NRTQ.  If there are one or multiple tasks in 
RTQ or NRTQ which have higher priority than 
τi, preempt τi. 

 
(3) When τi does not complete its previous optional part 

at mi, dequeue τi from RTQ and enqueue τi to NRTQ.  
If there are one or multiple tasks in RTQ or NRTQ 
which have higher priority than τi, preempt τi. 

(4) When τi completes its optional part: 
 

(a) If τi executed its previous or post optional part in 
the last minute, execute its idle part. 

(b) Otherwise, dequeue τi from NRTQ and enqueue 
τi to SQ. 

 
(5) When ODi expires: 

 
(a) If τi is in RTQ and does not complete its 

mandatory part, do nothing. 
(b) If τi is in NRTQ or SQ, terminate and dequeue τi 

from NRTQ or SQ, set Ri(t) to wi and enqueue τi 
to RTQ.  If τi has the highest priority in RTQ, 
preempt the current task. 

 
(i) If awi is shorter than its wi, execute its post 

optional part until ODi + wi − awi. 
(ii) Otherwise, execute its wind-up part. 

 
(6) When τi does not complete its post optional part at 

ODi + wi − awi, terminate τi and execute its wind-up 
part. 

(7) When τi completes its wind-up part, dequeue τi from 
RTQ and enqueue τi to SQ. 

(8) When there are one or multiple tasks in RTQ, perform 
RM in RTQ. 

(9) When there is no task in RTQ and there are one or 
multiples tasks in NRTQ, perform RM in NRTQ. 

 
Figure 7:  The RMWP++ algorithm 
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and (6).  If ami of each task is shorter than its mi, the previous 
optional part is ready to be executed at the time when τi 
completes its mandatory part.  If awi of each task is shorter 
than its wi, the post optional part is ready to be executed at its 
ODi.  RMWP++ as well as RMWP calculates the optional 
deadline by Theorem 4.  We first analyze the jitter of 
RMWP++ with harmonic periodic task sets on uniprocessors, 
regardless of the ACET of each task. 
 

Theorem 5 (Jitter of RMWP++ with Harmonic Periodic 
Task Sets). RMWP++ achieves the zero-jitter with harmonic 
periodic task sets on uniprocessors, regardless of the ACET of 
each task. 

 
Proof. Regardless of the ACET of each task, the relative 

finishing time of each task is always the time when each task 
completes its wind-up part, as shown Figure 6.  In addition, 
the worst case interference time of each job by higher priority 
jobs is always constant with harmonic periodic task sets on 
uniprocessors.  It is clear that the RFJ of each task is always 
zero.  Hence, this theorem holds. 

 
We next analyze the least upper bound of RMWP++ with 

harmonic periodic task sets on uniprocessors. 
 
Theorem 6 (Least Upper Bound of RMWP++ with 

Harmonic Periodic Task Sets).  The least upper bound of 
RMWP++ with harmonic periodic task sets on uniprocessors 
is Ulub = 1. 

 
Proof.  RMWP++ generates the same schedule as RMWP if 

the ACET of each task is always equal to its WCET.  
Moreover, the relative finishing time of each task is always 
constant regardless of the ACET of each task by Theorem 5.  
Hence, the least upper bound of RMWP++ as well as RMWP 
with harmonic periodic task sets on uniprocessors is Ulub = 1 
[5]. 

 
By Theorem 6, we prove that the least upper bound of 

RMWP++ is equal to that of RMWP on uniprocessors though 
if the previous and post optional parts are executed in RTQ. 

 
5 Simulation Studies 

 
5.1 Simulation Environments 

 
This section studies the effectiveness of RMWP++ using 

four performance metrics.  The simulation uses 1,000 task sets 
and compares RMWP++ with both RMWP and RM.  In 
humanoid robots, there are tasks that have various periods.  
Therefore, the period Ti of each task τi is selected within [100, 
200, 400, 800, 1600, 3200].  Each Ui is selected within [0.02, 
0.03, 0.04, ..., 0.25] and splits Ui into two utilizations that are 
assigned to mi and wi, respectively.  The CPU utilization U is 
selected within [0.3, 0.35, 0.4, ..., 1.0].  The simulation length 
of the kth task set is 1, 024 times of the hyperperiod Hk. 

The CPU utilization of oi,j is within the range of [oi − 0.05, 
oi + 0.05], where oi is selected within [0.1, 0.2, 0.3], 

represented such as RMWP++-10, RMWP++-20, and 
RMWP++-30, computed at every task release, because 
humanoid robots run in uncertain environments, and hence 
each oi,j is fluctuated.  If the CPU utilization of oi,j is always 
equal to zero, the result is represented as RMWP++.  Also, we 
consider the tasks, the ACETs of which tend to fluctuate from 
time to time in humanoid robots, and hence we evaluate three 
cases where ACET/WCET uniformly varies in the range of 
[0.5, 1.0], [0.75, 1.0], and 1.0. 

We use four performance metrics to evaluate the 
effectiveness of RMWP++ from various perspectives.  The 
performance metrics are defined as the following equations. 
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We do not show the result with respect to schedulability 

because it is clear that the least upper bounds of RMWP++, 
RMWP, and RM with harmonic periodic task sets on 
uniprocessors are equal to one by Theorem 6 (RMWP++) , 
results from [5] (RMWP), and results from [15] (RM), 
respectively. 

In this paper, QoS is defined as the reward ratio.  The 
reward ratio of each task is higher and higher, its QoS is 
higher and higher.  The reason why the SPJ ratio is evaluated 
in this simulation is that the shortest period task τ1 is usually 
the motor control task in humanoid robots, which strongly 
requires the low jitter. 

 
5.2 Simulation Results 

 
Figures 8, 9, 10, and 11 show the simulation results of 

Reward ratio, Switch ratio, RFJ ratio, and SPJ ratio, 
respectively.  In Figures 8(a), 9(a), 10(a), and 11(a), the 
results of RMWP++ are the same as those of RMWP, and 
hence those of RMWP are omitted.  In Figures 10(a), 10(b), 
10(c), 11(a), 11(b), and 11(c), the RFJ ratios and SPJ ratios of 
RMWP and RMWP++ do not depend on the ACET of each 
optional part, and hence those of RMWP-10, RMWP-20, 
RMWP-30, RMWP++-10, RMWP++-20, and RMWP++-30 
are omitted. 

In Figure 8, the reward ratios of RMWP++-10, RMWP++-
20, and RMWP++-30 are slightly lower than those in RMWP-
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10, RMWP-20, and RMWP-30, respectively, because each 
  

task executes its idle part if there is remaining time of 
previous or post optional parts, as shown in Figure 6.  
However, the reward ratios of RMWP++-10, RMWP++-20, 
and RMWP++-30 are slightly lower than those of RMWP-10, 
RMWP-20, and RMWP-30, respectively, and hence the 
disadvantage of RMWP++ against RMWP is trivial. 

In Figure 9, the switch ratios of RMWP++ and RMWP are 
higher than the switch ratio of RM because RMWP++ and 
RMWP support the extended imprecise computation model, 
which increases the number of context switches.  In  
RMWP++-10, RMWP++-20, and RMWP++-30 as well as 
RMWP-10, RMWP- 20, and RMWP-30, the RET of each 
optional part is longer and longer, the switch ratio is lower and  
  

 
(a) ACET/WCET=1.0 

 

 
(b) ACET/WCET=[0.75,1.0] 

 

 
(c) ACET/WCET=[0.5,1.0] 

 
Figure 8:  Reward ratio 

lower because of executing each part continuously more 
frequently.  That is to say, the high utilization of optional part 
contributes the small number of context switches.  In addition, 
if the ACET of each task is shorter than or equal to its WCET, 
the switch ratios of RMWP++-10, RMWP++-20, and 
RMWP++-30 are dramatically lower than those of RMWP-10, 
RMWP-20, and RMWP-30, respectively, which is one 
advantage of RMWP++ against RMWP. 

In Figure 10(a), the RFJ ratios of RMWP++ and RM are 
always zero.  In Figures 10(b) and 10(c), the RFJ ratios of 
RMWP and RM are higher than zero and the RFJ ratio of 
RMWP is higher than that of RM. When the CPU utilization 
is higher and higher or the ratio of ACET/WCET is wider and 
wider, the RFJ ratios of RMWP and RM are higher and higher.  
 

 
(a) ACET/WCET=1.0 

 

 
(b) ACET/WCET=[0.75,1.0] 

 

 
(c) ACET/WCET=[0.5,1.0] 

 
Figure 9:  Switch ratio 
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In contrast, the RFJ ratio of RMWP++ is always zero by 
Theorem 5, and hence RMWP++ achieves the zero-jitter, 
regardless of the ACET of each task. 

In Figure 11(a), the SPJ ratios of RMWP++ and RM are 
always zero as well as Figure 10(a).  In Figures 11(b) and 
11(c), RMWP++ is always zero but RMWP and RM are high 
because the ratio of ACET/WCET is fluctuated.  Like Figures 
10(b) and 10(c), when the ratio of ACET/WCET is wider and 
wider, the SPJ ratios of RMWP and RM are higher and higher.  
In contrast, unlike Figures 10(b) and 10(c), the SPJ ratios of 
RMWP and RM in Figures 11(b) and 11(c) are approximately 
constant, regardless of the CPU utilization.  This is because 
the ratio of ACET/WCET is fluctuated using the uniform 
distribution.  That is to say, the result of SPJ ratio depends on  
 

 
(a) ACET/WCET=1.0 

 

 
(b) ACET/WCET=[0.75,1.0] 

 

 
(c) ACET/WCET=[0.5,1.0] 

 
Figure 10:  RFJ ratio 

 
(a) ACET/WCET=1.0 

 

 
(b) ACET/WCET=[0.75,1.0] 

 

 
(c) ACET/WCET=[0.5,1.0] 

 
Figure 11:  SPJ ratio 

 
the distribution of the ratio of ACET/WCET.  If the ratio of 
ACET/WCET is fluctuated using other distributions such as 
binomial distribution and exponential distribution, the result 
of SPJ ratio is different. 

In the end, the zero-jitter of each task, regardless of the ratio 
of ACET/WCET, is very important to achieve the precise 
motion in humanoid robots [16], and hence RMWP++ is well 
suited to such robots. 

 
6 Related Work 

 
We discuss the compatibility of the zero-jitter technique for 

other real-time scheduling algorithms.  General scheduling 
with Liu and Layland’s model such as RM and EDF [15] can 
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also achieve the zero-jitter of each task and reduce the number 
of context switches assuming that each task only has its wind-
up part and sets its optional deadline to zero.  Unfortunately, 
each task always executes its idle part if the ACET of each 
task is shorter than its WCET because each task does not have 
its optional part.  The zero-jitter technique in semi-fixed-
priority scheduling is more effective than that in general 
scheduling to execute optional parts.  In contrast, M-FWP [13] 
is difficult to achieve the zero-jitter because M-FWP 
calculates the assignable execution time of each optional part 
online.  Moreover, it is difficult to calculate the optional 
deadline as well as RMWP due to dynamic-priority 
scheduling [5].  Therefore, we conclude that RMWP is the 
highest compatibility of the zero-jitter technique in these 
algorithms. 

We introduce other approaches to reduce jitter. Bini and 
Buttazzo address the problem of determining the region of the 
feasible task deadlines, called D-space, when tasks are 
scheduled by EDF [1]. Yomsi et al. improve the sensitivity of 
the deadline with harmonic periodic task sets for Deadline 
Monotonic scheduling [17].  They use Mesoid approach [18] 
to compute the worst case response time of the task and the 
minimum deadline reduction factor.  This approach may be 
integrated to our approach, because this approach can be 
adapted to harmonic periodic task sets. 

 
7 Conclusion 

 
We proposed the RMWP++ algorithm that has the technique 

to achieve the zero-jitter of each task for semi-fixed-priority 
scheduling with harmonic periodic task sets on uniprocessors, 
called zero-jitter technique.  The zero-jitter technique adds the 
previous and post optional parts to the extended imprecise 
computation model, in order to achieve the zero-jitter.  We 
proved that the jitter of each task in RMWP++ is always zero 
if the ACET of each task is shorter than or equal to its WCET, 
and the least upper bound of RMWP++ is one (i.e., Ulub = 1) 
and equal to the least upper bounds of RMWP and RM.  
Therefore, there is no disadvantage of RMWP++ against 
RMWP with respect to schedulability.  Simulation results 
show that the number of context switches in RMWP++ is 
smaller than that in RMWP.  The disadvantage of RMWP++ 
against RMWP is to drop the reward ratio slightly.  However, 
the degradation of reward ratio of RMWP++ against RMWP 
is not so many, and hence this disadvantage is trivial.  We 
conclude that RMWP++ is more effective than RMWP to 
achieve the precise motion in humanoid robots.  

In future work, we will integrate Yomsi’s approach [17, 18] 
to our approach with harmonic periodic task sets that have 
tasks with shorter relative deadlines than periods.  Also, we 
will implement RMWP++ in the RT-Est real-time operating 
system [7] that supports semi-fixed-priority scheduling in the 
extended imprecise computation model.  In addition, we will 
adapt the zero-jitter technique to multiprocessor semi-fixed-
priority scheduling [6, 8] and the practical imprecise 
computation model [9] that has multiple mandatory and 
optional parts to support many real-time applications. 
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Abstract 
 
As microprocessor performance grows, high throughput 

and power management have been important on embedded 
real-time systems.  Real-Time Voltage and Frequency Scaling 
(RT-VFS) has been proposed to reduce power consumption 
and ensure real-time constraints.  An imprecise computation 
model adds an optional part to Liu and Layland’s model to 
improve the quality of computations.  However, the trade-off 
between power consumption and quality of computations has 
not been well investigated on actual systems.  This paper 
proposes the scheme to integrate an imprecise computation 
model and RT-VFS to improve the quality of computations 
and reduce the power consumption within real-time 
constraints.  Moreover, we implement this scheme on 
Dependable Responsive Multithreaded Processor (D-RMTP), 
which is a prioritized simultaneous multithreaded processor 
for embedded real-time systems.  We implement the proposed 
scheme by use of D-RMTP original features.  Through 
experimental evaluation, we show that the proposed scheme 
satisfies both the lower energy consumption and higher 
quality of computations on actual systems.  In particular, the 
proposed scheme achieves a maximum of 135% improvement 
of the quality of computations per energy consumption. 

Key Words:  Embedded real-time systems, power 
consumption, RT-VFS, imprecise computation model, 
responsive multithreaded processor. 
 

1 Introduction 
 
With the improvement of microprocessor performance, 

embedded real-time systems have required both low power 
consumption and high throughput.  Voltage and Frequency 
Scaling (VFS) is known as a power management technique 
[4].  In embedded real-time systems, the VFS scheme must 
ensure real-time constraints even if tasks run at a lower 
frequency.  Thus, Real-Time VFS (RT-VFS) is important in 
embedded real-time systems that require the low power 
consumption.  An imprecise computation model [5] adds an  
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3 Currently, NTT Communications Corporation. 
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optional part to Liu and Layland’s model [6] to improve the 
quality of computations.  In the imprecise computation model, 
a mandatory part is a real-time task and an optional part is no 
real-time task.  When a task is ready to execute or executing 
its optional part and its deadline expires, its optional part is 
terminated to ensure its real-time constraint.  However, the 
trade-off between power consumption and quality of computa-
tions has not been well investigated on actual systems.  

This paper proposes an integration of an imprecise 
computation model and RT-VFS as the scheme to satisfy both 
the low power consumption and high quality of computations.  
The proposed scheme executes the optional part after scaling 
the supply voltage and processor frequency by RT-VFS.  In 
actual systems, the configurable frequency is discrete, and 
hence the slack (idle) time remains even if RT-VFS scales the 
processor frequency.  Our proposed scheme reduces the power 
consumption and utilizes this slack time to improve the 
quality of computations. 

In this paper, we implement the proposed scheme on 
Dependable Responsive Multithreaded Processor (D-RMTP) 
[9].  D-RMTP System on a Chip (SoC) integrates many 
functions for embedded real-time systems.  D-RMTP SoC 
supports the frequency scaling and the original features for 
embedded real-time systems.  Moreover, D-RMTP System in 
a Package (SiP) supports the voltage scaling.  In this way, D-
RMTP SoC and SiP support RT-VFS [8].  In experimental 
evaluation, this paper evaluates the proposed scheme on D-
RMTP. 

The remainder of this paper is organized as follows.  
Section 2 describes the background of this paper and Section 3 
shows the proposed scheme of this paper.  Section 4 describes 
the detail of D-RMTP and an implementation of the proposed 
scheme for D-RMTP.  In Section 5, we evaluate the proposed 
scheme on D-RMTP.  Finally, we conclude with a summary in 
Section 6. 
 

2 Background 
 
2.1 Imprecise Computation Model 
 

The imprecise computation model [5] decomposes each 
task into a mandatory part and an optional part.  A mandatory 
part is required to complete by the deadline of each task.  An 
optional part is executed after the mandatory part and 
improves the quality of computations.  When a task is ready to 
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execute or executing its optional part and its deadline expires, 
its optional part is terminated to ensure its real-time constraint.  
Figure 1 shows how tasks are executed on an imprecise 
computation model.  In Figure 1, the upward arrow means the 
task release, the downward arrow means the deadline of the 
task, and an instance of the task is called job.  In the second 
job and the third job, the optional part is terminated because 
its deadline expires. 
 

 
 

Figure 1:  Example of imprecise computation model 
 
Mandatory-First with Earliest Deadline (MFED) [3] and 

OPT-LU [1] are representative imprecise computation real-
time scheduling algorithms.  MFED is based on Earliest 
Deadline First (EDF) [6].  Each task is scheduled by EDF, in 
which a task with earliest deadline is executed preferentially.  
However, the priority of each task during executing an 
optional part is lower than that during executing a mandatory 
part.  Therefore, MFED is an optimal real-time scheduling 
algorithm on a single processor as with EDF.  On the other 
hand, OPT-LU maximizes the reward function associated with 
the execution of the optional part. OPT-LU is based on an 
optimal real-time scheduling algorithm (e.g., EDF) and 
prioritizes the execution of the optional part within real-time 
constraints of the mandatory part.  However, the execution 
time of an optional part needs to be known for the 
maximization of the reward function in OPT-LU.  In this 
paper, the execution time of an optional part is varied by RT-
VFS.  In addition, MFED always prioritizes the execution of a 
mandatory part and does not complicate the schedulability test 
of RT-VFS, and hence we employ MFED as the imprecise 
computation scheduling algorithm. 

 
2.2 Real-Time Voltage and Frequency Scaling 

 
In recent years, an integrated circuit such as a processor is 

composed of CMOS.  This power consumption PTOTAL is 
expressed in the following Equation (1): 

 
 ,LEAKSWTOTAL PPP +=  (1) 
 
where PSW is the switching power and PLEAK is the leakage 
power [4].  The power consumption of the processor is 
composed of these powers.  The switching power occurs by 
the switching of transistors on CMOS.  This power is 
expressed in the following Equation (2): 
 
 ,2 fVCP DDSW ×××=α  (2) 
 

where α is the activity ratio, C is the load capacity, VDD is the 
supply voltage, and f is the processor frequency.  The switch-
ing power is proportional to the square of the supply voltage.  
Moreover, it is proportional to the processor frequency.  On 
the other hand, the leakage power occurs by the power supply.  
The leakage power is expressed in the following Equation (3): 
 
 ,DDLEAKLEAK VIP ×=  (3) 
 
where ILEAK is the leakage current.  The leakage power is 
proportional to the supply voltage.  Therefore, the power 
consumption of the processor can be reduced by scaling down 
the processor frequency and supply voltage on the RT-VFS 
scheme. 

RT-VFS is classified into RT-Static VFS (RT-SVFS) and 
RT-Dynamic VFS (RT-DVFS), as shown in Figure 2.  RT-
SVFS sets the schedulable lowest processor frequency and 
supply voltage at a system initialization (off-line).  On the 
other hand, RT-DVFS scales the schedulable processor 
frequency and supply voltage while a system run (on-line).  
RT-DVFS has a potential to reduce the power consumption 
more than RT-SVFS but RT-DVFS raises execution overhead.  
This is because the voltage and frequency scaling is executed 
at each scheduling event by utilizing the slack on RT-DVFS. 

 

 
 

Figure 2:  RT-VFS 
 
Cycle-Conserving RT-DVFS and Look-Ahead RT-DVFS 

[7] are the representative RT-DVFS schemes.  If the Actual 
Execution Time (AET) of each task is less than its Worst-Case 
Execution Time (WCET), these algorithms utilize the 
dynamic slack (i.e., WCET - AET) to scale the processor 
frequency.  Cycle-Conserving RT-DVFS calculates the 
dynamic slack by recalculating the utilization using the AET 
consumed by tasks at each scheduling event.  On the other 
hand, Look-Ahead RT-DVFS minimizes the current processor 
frequency by deferring task execution within its real-time 
constraint.  In this paper, an optional part is executed by use of 
remaining slack.  Therefore, Look-Ahead RT-DVFS is 
unsuited for the integration with an imprecise computation 
model.  In addition, Cycle-Conserving RT-DVFS is a simple 



  IJCA, Vol. 22, No. 3, Sept. 2015 

 

130

and practical algorithm, and hence we employ Cycle-
Conserving RT-DVFS as the RT-DVFS scheme. 

 
3 Integration of Imprecise Computation Model and RT-

VFS 
 

This paper proposes an integration of an imprecise 
computation model and RT-VFS.  The proposed schemes 
support RT-SVFS and RT-DVFS to investigate the trade-off 
between quality of computations and energy consumption.  In 
addition, the proposed model improves the quality of 
computations to execute optional parts in the slack time. 
 
3.1 System Model 

 
This paper considers a preemptive real-time system on 

multiprocessors or simultaneous multithreaded (SMT) 
processors [10].  The processor frequency f = {f1, f2, ..., fl | f1 < 
··· < fl} is discretely scaled at l frequency levels.  The supply 
voltage Vk is scaled to the required value by fk.  In this paper, 
we implement the proposed scheme on the SMT processor.  
Each executing thread on the SMT processor is called logical 
processor.  m logical processors P = {p1, p2, ..., pm} are 
supplied with the common voltage and frequency because all 
executing threads on the SMT processor share hardware 
resources such as ALU and FPU.  Note that our proposed 
scheme can be extended easily to the independent voltage and 
frequency model.  

Task set Γ = {τ1, τ2, ..., τn} is composed of n independent 
periodic tasks.  Each task τi has the period Ti, the WCET of 
the mandatory part Mi, and the WCET of the optional part Oi.  
These WCETs are analyzed at the highest frequency fl.  The 
relative deadline Di is equal to Ti.  In addition, this paper 
considers partitioned scheduling that assigns tasks to 
processors off-line.  At a system initialization, tasks are 
assigned to each processor by a partitioned algorithm.  Each 
processor utilization Uj is defined as Uj = Στi∈pj Mi/Ti.  The 
system utilization U is defined as U = Σj Uj.  Since an optional 
part is no real-time task and can be terminated, the processor 
utilization does not consider Oi. 
 
3.2 Integration of MFED and RT-SVFS 

 
First, we propose an integration of MFED and RT-SVFS, 

called Static MFED (S-MFED).  On S-MFED, the processor 
frequency is scaled by RT-SVFS at a system initialization and 
tasks are scheduled by MFED.  At a system initialization, all 
tasks are assigned to each processor and the supply voltage 
and the processor frequencies are scaled to the lowest 
schedulable value by EDF on the processor with highest 
utilization.  This processor frequency fmin is expressed in the 
following Equation (4). 

 

 1},min{ ≤∈= max
k

l
kmin U

f
f

|fff  (4) 

 
where Umax = max1 ≤ j ≤ m Uj. 

Figure 3 shows an example of S-MFED dispatch on two 
processors.  The example uses the task set in Table 1 which 
indicates the WCETs of both mandatory part and optional 
part, the period of each task. τM 

i  is defined as the mandatory 
part of task τi, and τO 

i  is defined as the optional part of task τi.  
The example assumes that three normalized discrete 
frequencies are available from (0.25, 0.50, and 1.00).  It uses 
Worst-Fit algorithm for partitioning the example task set.  In 
the example task set, τ1 is assigned to p1 and τ2 and τ3 are 
assigned to p2 by Worst-Fit.  Thus, U1 and U2 are 0.375, and 
hence the processor frequency is set to 0.50 by Equation (4).  
As a result, mandatory parts of all tasks are schedulable on the 
processor frequency 0.50.  Moreover, the optional parts of τ1 
and τ2 are executed by use of remaining idle time in Figure 3 
in order to improve the quality of computations. 

 

 
 

Figure 3:  Example of S-MFED dispatch 
 

Table 1:  Example task set 
Task Mandatory 

WCET 
Optional 
WCET 

Period 

1 3ms 3ms 8ms 
2 3ms 2ms 12ms 
3 2ms 2ms 16ms 

 
The reason why we use Worst-Fit to assign tasks to logical 

processors is that Worst-Fit minimizes the power 
consumption, compared with other heuristic algorithms such 
as First-Fit, Next-Fit, and Best-Fit [2].  In addition, the slack 
time is distributed uniformly by Worst-Fit to allocate the 
execution time of the optional part. 

Figure 4 shows an example of task execution scheduled by 
S-MFED on the same condition as shown in Figure 3, but 
using the AET from Table 2.  Comparing Figure 4 with Figure 
3, the execution time of each optional part is increased 
because the AET of each optional part is shorter than its  
 

 
 

Figure 4:  Example of task execution scheduled by S-MFED 
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WCET.  In this way, there are many opportunities to execute 
optional parts even if the processor frequency is scaled down 
by RT-SVFS. 
 
Table 2:  AET of example task set 

 First Job Second Job 
Task Mandatory Optional Mandatory Optional 

1 1ms 1ms 2ms 2ms 
2 1ms 1ms 2ms 2ms 
3 1ms 1ms 2ms 1ms 

 
3.3 Integration of MFED and Cycle-Conserving RT-DVFS 
 

Secondly, we propose an integration of MFED and Cycle-
Conserving RT-DVFS, called Cycle-Conserving MFED (CC-
MFED).  On CC-MFED, tasks are scheduled by MFED and 
the supply voltage and processor frequency is scaled by 
Cycle-Conserving RT-DVFS for EDF scheduling [7].  
Whenever each scheduling event occurs, it recalculates the 
utilization of each processor and scales the lowest schedulable 
frequency based on the highest utilization of all processors. 

Figure 5 shows the task execution example scheduled by 
CC-MFED on the same condition as shown in Figure 4.  The 
example uses the task set in Table 1 and the AET in Table 2.  
The remaining execution time of each task is set to WCET at 
each task release and measured at each task completion.  The 
utilization of each processor is recalculated by use of this 
execution time.  CC-MFED scales the processor frequency 
based on the highest processor utilization at each task release 
and completion.  In this example, U1 and U2 are 0.375, and 
hence the selected frequency by Equation (4) is 0.50 at the 
system initialization.  At time 2ms, U1 is 0.125 and U2 is 
0.208.  The highest processor utilization is U2, and hence CC-
MFED scales down the processor frequency to 0.25.  At time 
8ms, U1 is 0.375 and U2 is 0.146.  The highest processor 
utilization is U1, and hence CC-MFED scales up the processor 
frequency to 0.50. 

 

 
 

Figure 5:  Example of task execution scheduled by CC-MFED 
 

CC-MFED usually achieves lower power consumption than 
S-MFED but S-MFED executes the optional part of each task 
more than CC-MFED.  This relation is the trade-off between 
energy consumption and quality of computations. 
 

4 Dependable Responsive Multithreaded Processor 
 
In this paper, we implement the proposed schemes on D-

RMTP [9].  D-RMTP is one version of Responsive 
Multithreaded Processor [11].  This section introduces the 
detail of D-RMTP and presents how to use the D-RMTP 
original features in our implementation. 

 
4.1 Overview of D-RMTP 

 
D-RMTP is a prioritized SMT processor for embedded real-

time systems and can execute up to 8 threads simultaneously 
with prioritizing each thread.  Table 3 shows the outline of D-
RMTP.  It has 32KBytes of instruction and data cache (i.e., 
Harvard architecture) and 64KBytes of SRAM.  All programs 
are executed on SRAM. 
 

Table 3:  Outline of D-RMTP 
Active Threads 8 
Fetch Width 8 
Issue Width 4 
Integer Register 32bit x 32entry x 8set 
Floating Point Register 64bit x 8entry x 8set 
ALU 4 + 1 (Divider) 
FPU 4 + 1 (Divider) 
Branch Unit 2 
Memory Access Unit 1 

 
We implement the partitioned MFED scheduler by use of 

the D-RMTP original feature.  Threads with the same 
priorities are executed simultaneously on D-RMTP, and hence 
resource contention among these threads delays the execution 
of each thread. 

Since a mandatory part is a real-time task and an optional 
part is no real-time task, a thread executing an optional part 
should not delay a thread executing a mandatory part 
simultaneously by resource contention.  Thus, on our 
implementation, a thread executing the mandatory part is set 
to a high priority and a thread executing the optional part is set 
to a low priority.  In this way, a thread executing the 
mandatory part can use hardware resources preferentially. 

Figure 6 shows the clock tree of D-RMTP SoC.  The D- 
RMTP SoC integrates D-RMTP, SRAM, and various I/Os.  
 

 
 

Figure 6:  Clock tree of D-RMTP SoC 
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These modules are supplied with the clock of oscillator by the 
clock tree.  This clock tree supports the frequency scaling by 
use of a variable frequency divider on each hardware module.  
Moreover, this clock tree supports clock gating by use of a 
gating logic on each hardware module. 
 
4.2 Context Cache 

 
In general, a context switch requires saving/restoring thread 

contexts to/from main memory by software instructions, 
which consumes a large amount of clock cycles.  In order to 
reduce the overhead of context switch, D-RMTP has the 
context cache, which is an on-chip memory for thread 
contexts [11].  This context cache can save a maximum of 32 
thread contexts.  

Figure 7 illustrates the context cache implemented on D-
RMTP.  Bus connection between hardware contexts and the 
context cache is exclusive.  It can transfer context data in 4 
clock cycles, and hence the context switch by the context 
cache can reduce the overhead, compared with that by 
software instructions. 

 

 
Figure 7:  Context cache 

 
When the execution of the mandatory part is completed, 

MFED scheduler must save the thread context for the 
termination of executing the optional part at any point.  We 
use this context cache for the general scheduling context 
switch and save the context of the mandatory part in MFED 
scheduler, and hence we can reduce the scheduler overhead. 

 
4.3 D-RMTP SiP 

 
The D-RMTP SiP integrates the D-RMTP SoC, DDR-

SDRAM modules, a power supply module, and a voltage 
sensor, etc. on a 30mm square package as shown in Figure 8.  
 

 

Figure 8:  D-RMTP SiP 

The D-RMTP SiP supports the voltage scaling by a DC-DC 
converter and a potentiometer.  These devices can scale the 
processor supply voltage within the range of [0.8, 1.1]V by a 
serial peripheral interface [8].  We implement RT-VFS by use 
of the frequency scaling in Subsection 4.1 and this voltage 
scaling. 
 

5 Experimental Evaluation 
 
5.1 Evaluation Environment 

 
In experimental evaluation, we use a D-RMTP evaluation 

kit which has the D-RMTP SiP, an oscillator, I/O pins, and 
FPGA, etc. as shown in Figure 9.  Also, Figure 10 shows 
measurement environment.  The energy consumption is 
precisely measured by the synchronization of an oscilloscope 
and a logic analyzer.  The sampling rate is 100K samples per 
second and the measurement time is 1,024ms. 

 

 
 

Figure 9:  D-RMTP evaluation kit 
 

 
 

Figure 10:  Measurement environment 
 
We evaluate S-MFED, CC-MFED, and only-MFED on a 

single logical processor and two logical processors.  
Moreover, we measure the energy consumption of EDF on 
RT-SVFS (S-EDF) and Cycle-Conserving RT-DVFS (CC-
EDF).  By comparing MFED with EDF on the same RT-VFS 
scheme, we analyze the influence of executing optional parts 
in the energy consumption.  Table 4 shows the combination of 
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the scaled processor frequency and supply voltage by RT-VFS 
on D-RMTP.  In addition, this experimental evaluation applies 
clock gating to unused modules in Figure 6, specifically, 
DMA Controller, PCI, IEEE1394, Vector Unit, PWM OUT, 
PWM IN, Responsive Link, Link SDRAM I/F, and Ethernet.  
The energy consumption is additionally reduced by the clock 
gating to unused modules. 

We generate random task sets on uniformed distribution for 
evaluation.  Each task set is composed of the periodic task to 
multiply square matrices.  The range of the system utilization 
U is [0.1, 0.9] at intervals of 0.1 on a single logical processor 
and [0.2, 1.8] at intervals of 0.2 on two logical processors.  
The range of the number of tasks n is [4, 10].  All task sets are 
harmonic; periods of tasks are integer multiples of each other.  
The period of each task is within the range of [4, 64]ms.  
 Both the WCETs of the mandatory and optional parts in all 
tasks are 1ms.  Each evaluation result is the arithmetic mean 
of five task sets.  Also, the processor frequency is scaled 
uniformly, and hence it is desirable that the partitioned 
algorithm assigns tasks to each logical processor as uniformly 
as possible for reducing the energy consumption.  Therefore, 
we employ Worst-Fit Decreasing Utilization (WFDU) 
algorithm for assigning tasks to logical processors.  WFDU 
assigns tasks to logical processors by Worst-Fit after tasks are 
sorted in decreasing order of the processor utilization.  In 
addition, the slack time is distributed uniformly to execute 
optional parts. 
 
5.2 Energy Consumption 

 
Figure 11 shows the energy consumption of the processor 

on a single logical processor and two logical processors.  The 
difference between the trends on a single logical processor 
and on two logical processors is small.  S-MFED achieves an 
average of 26% and a maximum of 57% reduction in the 
energy consumption against only-MFED.  On the other hand, 
CC-MFED achieves an average of 29% and a maximum of 
58% reduction in the energy consumption against only-MFED.  
CC-MFED achieves lower energy consumption than S-MFED 
within the system utilization 30% to 70% on a single logical 
processor and 60% to 120% on two logical processors.  This 
reason is that CC-MFED gains many opportunities to scale 
down the processor frequency by measuring the AET of each 
task.  However, CC-MFED scales down the processor 
frequency and supply voltage on-line but the result of this 
scaling is approximately the same as that of S-MFED in the 
other range of system utilization.  This is because CC-MFED 
has higher scheduling overhead than S-MFED due to RT-
DVFS.  On the other hand, the difference between S-MFED 
and S-EDF is a maximum of 19mJ.  Also, the difference 
between CC-MFED and CC-EDF is a maximum of 27mJ.  
Thus, the execution of optional parts has a small influence on 
the energy consumption, and hence executing optional parts is 
energy effective on D-RMTP. 

 
5.3 Quality of Computations 

 
Figure 12 shows the quality of computations on a single 

logical processor and two logical processors.  This quality is 
defined as the ratio of the executed optional part, called 
optional part execution ratio.  Each evaluation result is the 
arithmetic mean quality of each job in a task set.  The 
difference between the trends on a single logical processor 
   

 
(a) m = 1 

 

 
(b) m = 2 

 
Figure 11:  Energy consumption when m = 1 and m = 2 

 
 

and on two logical processors is also small as that in energy 
consumption.  This shows that the execution on two logical 
processors does not often cause the resource contention.  S-
MFED and CC-MFED execute less optional parts than only-
MFED because of scaling down the processor frequency. 
Especially, the difference between CC-MFED and only-
MFED is an average of 38% and a maximum of 95%.  CC-
MFED prioritizes scaling down the processor frequency, and 
hence the optional part execution ratio is reduced to a greater 
degree. 

On the other hand, the difference between S-MFED and 
only-MFED is an average of 6% and a maximum of 25%.  
The optional part execution ratio on S-MFED is not reduced 
much.  This reason is that the AET of each task was shorter 
than its WCET, and hence the optional part of each task could 
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be executed for more time.  In addition, S-MFED and CC-
MFED are not monotonically decreased when the system 
utilization becomes high because of scaling the processor 
frequency discretely. 

 

 
(a) m = 1 

 

 
(b) m = 2 
 

Figure 12:  Quality of computations when m = 1 and m = 2 
 
5.4 Trade-off between Energy Consumption and Quality 

of Computations 
 
As discussed in Section 3, there is the trade-off between the 

energy consumption and the quality of computations.  We 
calculate the optional part execution ratio per energy 
consumption by use of evaluation results in Subsection 5.2 
and Subsection 5.3 for analyzing this trade-off. Figure 13 
shows the optional part execution ratio per energy 
consumption on a single logical processor and two logical 
processors.  S-MFED and CC-MFED achieve maximums of 
135% and 127% improvement against only-MFED, 
respectively.  In particular, the proposed schemes achieve 
higher improvement than only-MFED on the low system 
utilization.  The reason is that there is sufficient slack to 
reduce the energy consumption by RT-VFS and improve the  
  

 
(a) m = 1 

 

 
(b) m = 2 

 
Figure 13: Relation between energy consumption and quality 

of computations when m = 1 and m = 2 
 
quality of computations by executing an optional part.  S-
MFED always achieves higher optional part execution ratio 
per energy consumption than only-MFED.  Therefore, S-
MFED can achieve both lower energy consumption and 
higher performance.  In particular, S-MFED can achieve an 
average of 38 % improvement of the optional part execution 
ratio per energy consumption against only-MFED. 

On the other hand, CC-MFED has lower optional part 
execution ratio per energy consumption than only-MFED 
when the system utilization is higher than or equal to 30% on 
a single logical processor and 60% on two logical processors.  
Therefore, CC-MFED results in an average of 13 % reduction 
of the optional part execution ratio per energy consumption 
against only-MFED.  However, as discussed in Subsection 5.2, 
CC-MFED achieves the lower energy consumption within the 
system utilization 30% to 70% on a single logical processor 
and 60% to 120% on two logical processors than S-MFED.  
When the energy consumption is regarded as important in 
embedded real-time systems, CC-MFED can satisfy the 
requirement.  Moreover, when WCET is very longer than 
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AET, CC-MFED can utilize enough dynamic slack time and 
achieve more improvement of the optional part execution ratio 
per energy consumption.  In this experimental evaluation, 
generated tasks execute very simple calculations and WCET is 
close to AET.  However, tasks execute more complex 
processing and WCET is much longer than AET in the actual 
systems.  In such actual systems, CC-MFED may be the 
effective scheme. 
 

6 Conclusion 
 
This paper proposed S-MFED and CC-MFED as an 

integration of an imprecise computation model and RT-VFS.  
These proposed schemes satisfy both requirements: reduction 
of the energy consumption and improvement of the quality of 
computations within real-time constraints.  Moreover, we 
implemented these schemes on D-RMTP by use of D-RMTP 
original features to improve the quality of computations and 
reduce the energy consumption.  Through experimental 
evaluation, we showed the proposed schemes satisfying both 
the lower energy consumption and higher quality of computa-
tions on actual systems.  In our evaluation, the proposed 
schemes achieved a maximum of 135% improvement of the 
optional part execution ratio per energy consumption. 

In future work, we plan to evaluate the proposed schemes 
over two logical processors.  Moreover, we plan to extend 
CC-MFED to be aware of the optional part execution ratio of 
each task. 
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Abstract 
 

Image segmentation is one of the most important parts of 
clinical diagnostic tools.  Medical images mostly contain noise 
and inhomogeneity.  Especially, accurate segmentation of 
magnetic resonance imaging (MRI) is a very difficult task.  
However, the process of accurate segmentation of these images 
is very important and crucial for a correct diagnosis by clinical 
tools.  In this paper, we present fuzzy c-means (FCM) method 
based on Gaussian function for improving MRI segmentation.  
The proposed algorithm is realized by modifying the objective 
function of the conventional FCM algorithm with a Gaussian 
function and to allow the labeling of a pixel to be influenced 
by its neighbors in the image.  The proposed algorithm is fed 
by the initial centers for the objective function as a prior 
knowledge to avoid the coincident clusters.  Then, the process 
of finding the best clusters are continue to update the centers 
and the membership and only stop when the factor between 
two successive centers is smaller than a prescribed value.  The 
proposed algorithm is applied to magnetic resonance image 
(MRI) datasets.  Compared with the existing approaches, the 
proposed method can achieve the most accurate results. 

Key Words:  Fuzzy clustering, modified fuzzy c-means, 
medical image segmentation. 

 
1 Introduction 

 
With increasing use of magnetic resonance imaging (MRI) 

for diagnosis, treatment planning and clinical studies, it has 
become almost compulsory to use computers to assist 
radiological experts in clinical diagnosis and treatment 
planning.  Medical images tend to suffer much more noise than 
realistic images due to the nature of the acquisition devices.  
This of course poses great challenges to any image 
segmentation technique.  In order to reduce noise, many 
devices increase the partial voluming, that is, they average 
acquisition on a thick slice.  This leads to blurring the edges 
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between the objects, which make decisions very hard for 
automatic tools [2].  The different acquisition modalities, the 
different image manipulations and variability of organs all 
contribute to a large verity of medical images.  It can be safely 
said that there is no single image segmentation method that 
suits all possible images.  This can pose great problems for any 
segmentation method.  Therefore, several types of image 
segmentation techniques [1, 4-7, 15, 18-19] were found to 
achieve accurate segmentations. Among them, fuzzy 
segmentation methods have considerable benefits, because 
they could retain much more information from the original 
image than hard segmentation methods [19].  In particular, the 
fuzzy c-means (FCM) algorithm assigns pixels to fuzzy 
clusters without labels.  Since the conventional FCM 
algorithms classify pixels in the feature space without 
considering their spatial distribution in the image, they are 
highly sensitive to noise and other imaging artifacts. Many 
extensions of the FCM algorithm have been proposed to 
overcome the above mentioned problem and reduce errors in 
the segmentation process [1, 5, 7, 15, 18, 23-24, 28].  Among 
them, algorithms based on modified FCM objective function is 
widely used in medical image clustering to suppress the noise 
effect during the segmentation processes.  Modified FCM 
objective function is to add penalty term into the objective 
function to constrain the membership values.  Based on the 
traditional FCM objective function, most improved approaches 
embodied regularization terms to show the increased 
robustness of the classification of the noisy images. Pham and 
Prince [17] modified the FCM objective function by 
introducing a spatial penalty for enabling the iterative 
algorithm to estimate spatially smooth membership functions. 
Ahmed et al. [1] introduced a neighborhood averaging additive 
term into the objective function of FCM.  They named the 
algorithm bias corrected FCM (BCFCM). Liew and Yan [14] 
introduced a spatial constraint to a fuzzy cluster method where 
the inhomogeneity field was modeled by a b-spline surface.  
The spatial voxel connectivity was implemented by a 
dissimilarity index, which enforced the connectivity constraint 
only in the homogeneous areas.  This way preserves 
significantly the tissue boundaries.  Szilágyi et al. [20] 
modified the FGFCM (MFGFCM) to improve the precision of 
segmentation.  They proposed EnFCM algorithm to accelerate 
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the image segmentation process.  EnFCM is based on a simple 
fact about images, which is usually overlooked in many FCM-
type algorithms.  Cai et al. [6] introduced a new local 
similarity measure by combining spatial and gray level 
distances.  They used their method as an alternative pre-
filtering to EnFCM.  They named this approach fast 
generalized FCM (FGFCM).  This method is able to extract 
local information that causes less blur than averaging filter.  
However, it still has an experimentally adjusted parameter and 
the precision of the segmentation is not good enough.  Kang et 
al. [12] improved FCM with adaptive weighted averaging filter 
(FCM AWA).  Kang et al. [11] proposed a spatial 
homogeneity-based FCM (SHFCM). Wang et al. [22] 
incorporated both the local spatial context and the non-local 
information into the standard FCM cluster algorithm.  They 
used a novel dissimilarity measure in place of the usual 
distance metric.  These approaches could overcome the noise 
impact, but the intensity homogeneity cannot be handled at the 
same time.  FCM-based algorithms are known to be vulnerable 
to outliers and noise.  To address this problem, possibilistic 
clustering which is pioneered by the possibilistic c-means 
(PFCM) algorithm [13] is developed.  It has shown to be more 
robust to outliers than FCM.  However, the robustness of 
PFCM comes at the expense of the stability of the algorithm 
[3].  The PCM-based algorithms suffer from the coincident 
cluster problem, which makes them too sensitive to initiali-
zation [3].  Many efforts have been presented to improve the 
stability of possibilistic clustering [10, 21, 29].  However, 
PFCM estimates the centroids robustly in the case of outliers.  

Although suppressing the impact of noise and intensity 
inhomogeneity to some extent, these algorithms still produce 
misclassified small regions [25-27, 30].  They still depend on a 
fixed spatial parameter which needs to be adjusted.  
Furthermore, the cost of estimating the neighbors for each 
point in an image is still high.  Therefore, these drawbacks will 
reduce the clustering performance in real applications. 

This paper addresses these problems for overcoming the 
shortcomings of existing fuzzy methods.  In order to reduce the 
noise effect during segmentation, a new fuzzy c-means 
algorithm based on Gaussian function is presented that could 
improve the medical image segmentation.  The proposed 
algorithm is realized by modifying the objective function of 
the conventional FCM algorithm with a Gaussian function and 
to allow the labeling of a pixel to be influenced by its 
neighbors in the image.  This function is fed by initial centers 
for the generation of fuzzy terms.  

The efficiency of the proposed algorithm is demonstrated by 
extensive segmentation experiments using real MR images and 
by comparison with other state-of –the-art algorithms. 

The rest of this paper is organized as follows.  In Section 2, 
the background of FCM is discussed.  In Section 3, we propose 
a FCM algorithm.  Experimental comparisons are given in 
Section 4.  Finally, Section 5 gives our conclusions. 

 
2 Background 

 
The FCM algorithm [4] is an iterative clustering method that 

produces optimal C partitions by minimizing the weighted 
objective function FCMJ : 
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Where p

n RxxxX ⊆= },...,,{ 21 is the data set in the p-
dimensional vector space, n is the number of points, p is the 
number of data items, C is the number of clusters with 
2<C<n-1.  V = {v1, v2, . . . , vC} is the C centers or prototypes 
of the clusters, vi is the p-dimension center of the cluster i, and 

),(2
ij vxd  is a square distance measure between object jx  and 

cluster center , { }
i ijv U u=  represents a fuzzy partition matrix 

with )( jiij xuu =  is the degree of membership of jx  in the ith 

cluster; jx  is the jth of p-dimensional measured data.  The 
fuzzy partition matrix satisfies: 
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The parameter m is a weighting exponent for each fuzzy 
membership and determines the amount of fuzziness of the 
resulting classification; it is a fixed number greater than one.  
The objective function FCMJ can be minimized under the 

constraint of .U  
The objective function FCMJ  is minimized with respect to 

iju and iv  , respectively: 
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Although FCM and the modified FCM [22-23, 30] are 

useful clustering methods, their memberships do not always 
correspond well to the degree of belonging of the data, and 
may be inaccurate in a noisy environment, because the real 
data unavoidably involves noise.  In order to alleviate 
weakness of FCM and to produce memberships that have a 
good explanation for the degree of belonging of the data, 
Wang et al. [22] relaxed the constrained condition (3) of the 
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fuzzy C-partition to obtain a possibilistic type of membership 
function and propose PCM for unsupervised clustering.  The 
component generated by the PCM corresponds to a dense 
region in the data set; each cluster is independent of the other 
clusters in the PCM strategy.  The objective function of the 
PCM can be formulated as follows: 
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is the scale parameter at the ith cluster, and  
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is the possibilistic typicality value of training sample jx  

belonging to the cluster ] [, 1,i m ∈ ∞
 
is a weighting factor 

called the possibilistic parameter.  
Zanaty and Sultan [28] proposed a method for automatic 

fuzzy algorithms by considering some spatial constraints on 
the objective function.  The algorithm starts to subdivide the 
data from a set of N  vector { }NjxX j ,,1, K==

 
into M 

clusters using a well-known fuzzy method [24] (see Equations 
(1-4)).  Assume the data is divided into M cluster, 

MRRR ,..,, 21 with centres 1 2, , .., Mv v v , respectively.  The 

proposed algorithm processes every two neighbours clusters 
individually, i.e., if we have three clusters CBA ,,  with centres 

Ac , Bc , and cc .  We start to hold our validity function 

between clusters A  and B  if:    
 

|| || || ||A B A cv v v v− < −
 

 

Our validity function is proposed to use the intra-cluster 
distance measure, which is simply the distance between a 
centre of cluster A  and cluster centre B  multiplied by the 
objective function of fuzzy.  We can define the validity 
function as: 
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Where )(BMax and )(BMin  are the maximum and 

minimum values of clusters A  and B , respectively.  While 
BAd ∪  is the distance of the data ix  (of number n) of A  union 

B  i.e., BA ∪ .  This algorithm works iteratively and the 
number of clusters increases automatically according to the 
decision of validity function in Equations (9).  More discussion 
can be shown in [28]. 

 
3 The Proposed Algorithm 

 
The choice of an appropriate objective function is a key to 

the success of cluster analysis and to obtain better quality 
clustering results; hence, clustering optimization is based on 
the objective function [29].  To identify a suitable objective 
function, one may start from the following set of requirements:  
the distance between the data points assigned to a cluster should 
be minimized and the distance between clusters should be 
maximized [10].  To obtain an appropriate objective function, 
we take into consideration the following: 

 
• The distance between clusters and the data points allocated 

to them must be reduced. 
• Coincident clusters may occur and must be controlled. 
• Selecting the initialization sensitive parameters for 

decreasing noise affect. 
 
To overcome the limitation of the fuzzy methods, we 

present a novel fuzzy c-means algorithm based on gaussian 
function.  As for the common value used for this parameter by 
every data for iterations, we propose a new weight function 
which is based on Gaussian membership of a point p achieving 
every point of the data set that has a weight in relation to every 
cluster.  The usage of weights produces good classification 
particularly in the case of noisy data. 

The proposed algorithm starts by partitioning the image into 
C regions of intensity by the known minimum and maximum 
values of intensity using a well-known histogram algorithm 
[8].  The median point of each region kR  (including points 

ki Nix ,..2,1, = , kN  is the number of points of kR ) is select-
ed to be as initial centers of the region, and then both region 
and centers are fed to the method.  While the constraints term 

2)(

1 1

kcixC

k

N

i

m
ki eu −−

= =
∑ ∑ ηα   is only considered in the objective 

function if a point ix  belongs to a region kR , k=1,2,…, C 

with initial center kc  which takes kĉ  for the first iterative i.e., 

we only estimate this term if ki Rx ∈ .  The cost of compu-
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tations can be reduced using a region and not neighbors for all 
points. 

The objective function of the proposed modified fuzzy c-
means is modified to: 
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is a constant. 

However, the crucial parameter is m, which represents the 
power of the memberships.  More datasets are experimented in 
[9, 16], and they proved that there is a relation between data 
shape and m.  For instance, the triangular shape will fit better if 
m=3 is used, and more discussion can be shown in [9].  
Therefore, we take into account the data shape in the objective 
function, which is to be general for all tested data sets.  This 
penalty term also contains preprocessing centers information, 
which acts as a regularizer and biases the solution toward 
piecewise-homogeneous labeling.  Such regularization is 
helpful in segmenting images corrupted by noise.  The 
objective function mJ  under the constraint of kiu  and kc  can 
be solved by using the following theorem [1]: 
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ii RxNixX ∈==  denotes an 
image with N pixels to be partitioned into C classes (clusters), 
where ix represents feature data.  The algorithm is an iterative 
optimization that minimizes the objective function defined by 
Equation (1).  Then kiu  and ic  must satisfy the following 
equalities: 
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Proof:  We minimize the following equation using the 

Lagrange method: 
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is a constant. 

For that, Equation (12) can be rewritten as: 
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We assume that kc of the iterative process is kĉ and then 

1ˆ −= kk cc for the further iteration.  Then we can rewrite the 

kĉ  as follows: 
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The process of finding the best clusters are continued to 
update the centres kc  and the membership kiu  using 

Equations (2) and (3), respectively.  The kR  neighbors of the 

centres kĉ  can be obtained using histogram preprocessing [8]. 
 
Algorithm: 
 
• Initialize:  the membership matrix t

kiu  with random 
values between 0 and 1 such that the constraints in 
Equation (1) are satisfied.  

• Input:  initial centres kĉ , i=1,…, C, the data 

Nipi ..1, =  
Repeat: 
• Compute:  kiu  and kc  using Equations (10) and (11).  

• Until:  ε≤− |||| ki
t

ki uu , where ε  a certain tolerance 
value 

• End Repeat 
 

4 Experimental and Comparative Results 
 
The experiments were performed on two different sets: one 

corrupted by (0%, 3%, 5%, 7%, 9%) salt and pepper noise and 
the image size is 129×129 pixels which are shown in Figure 
1a, and Figure 1b, respectively [5].  The advantages of using 
digital phantoms rather than real image data for soft 
segmentation methods include prior knowledge of the true 
tissue types and control over image parameters such as 
modality, slice thickness, noise, and intensity in 
homogeneities.  The quality of the segmentation algorithm is 
of vital importance to the segmentation process.  The 

comparison score AOM for each algorithm as proposed in [15] 
is defined as follows: 
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Where A represents the set of pixels belonging to a class as 
found by a particular method and refA  represents the reference 
cluster pixels. 

 

 
(a)                                  (b) 

 
Figure 1: Test images:  (a) 3D simulated data, and (b) two 

original slices from the 3D simulated data (slice 89 
and slice 65) 

4.1 Experiment in the Real Image 
 
We used a high-resolution T1-weighted MR phantom with 

slice thickness of 1mm obtained from the classical simulated 
brain database of McGill University [5].  We added various 
noise levels (0%, 3%, 5%, 7%, 9%) and RF levels 20% to the 
test image.  Tthe proposed method is applied to the noise 
images to prove its efficiency.  The segmentation results are 
shown through Figures 2 to 11 while AOM of WM of every 
image is computed and then we present AOM results in Table 
1.  These show that the proposed algorithms are very robust to 
noise and intensity homogeneities and inhomogeneities.  
According to Zijdenbos [31] statement that AOM> 0.7 
indicates excellent agreement; the proposed method has 
desired performance in cortical segmentation.  The best AOM 
is  
 

 

 
 

Figure 2:  Results of segmentation (noise 0%) 
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Figure 3:  Results of segmentation (noise 3%) 
 
 

 
 

Figure 4:  Results of segmentation (noise 5%) 
 
 
 

 
 

Figure 5:  Results of segmentation (noise 7%) 
 
 
 

 
 

Figure 6:  Results of segmentation (noise 9%) 
 

 
 

Figure 7:  Results of segmentation (noise 0%) 
 
 
 

 
 

Figure 8:  Results of segmentation (noise 3%) 
 
 
 

 
 

Figure 9:  Results of segmentation (noise 5%) 
 
 
 

 
 

Figure 10:  Results of segmentation (noise 7%) 
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Figure 11:  Results of segmentation (noise 9%) 
 
 

Table 1: AOM for segmentations of WM on simulated T1-
weighted MRIs data in different noise and RF levels 

Noise/RF 20% 

0% 0.98 

3% 0.96 

5% 0.96 

7% 0.97 

9% 0.96 

7% 0.97 

9% 0.96 

 

achieved for low noise and RF levels, for which values of 
AOM are higher than 0.96. 
 
4.2 Experiment on the Simulated MR Data 
 

Table 2 shows the corresponding accuracy scores (%) of the 
proposed and four other methods:  standard FCM [2], Ahmed 
et al. [1], Chen and Zhang [7], and Kang et al. [12] for the nine 
classes.  Obviously, the FCM gives the worst segmentation 
accuracy for all classes, while the proposed method gives the 
best.  On the other hand, the method of Ahmed et al. [1], Chen 
and Zhang [7], and Kang et al. [12] acquire the good 
segmentation performance in classes 9, 4, and 1, respectively.  
Overall, the proposed method is more stable and achieves 
much better performance than the others in all different classes 
even with the misleading of true tissue of validity indexes. 

 
5 Conclusions 

 
In this paper, we have proposed a fuzzy c-means method 

that is based on gaussian to control the coincident clusters.  
The proposed algorithm incorporates the local spatial context 
into the standard FCM cluster algorithm and its complexity is 
reduced using initial centers as the prior information.  It is 
formulated by modifying the objective function of the standard 
FCM algorithm to allow the labelling of a pixel to be 
influenced by other pixels and to suppress the noise effect 
during segmentation.  We have tested the proposed algorithm 
on MRI images with 3%, 5%, 7% and 9% noise.  We noted 
that the proposed method has the desired performance in 
cortical segmentation.  The superiority of the proposed 
algorithm is also demonstrated by comparing its performance 
 

 
Table 2.  Segmentation accuracy (%) (AOM) of the proposed and the existing methods on brain classes 

Method Class 1 Class 2 Class 3 Class 4 Class 5 

Standard FCM [4] 
61.87  67  69.087  64.67  75.32 

Ahmed et al. [1] 77.55  61.14  78.83  73.88  67.96 

Chen and Zhang [7] 69.54  78.55  68.34  82..01  78.65 

Kang et al. [12] 66.87  60.43  66.98  78.54  77.09 

The proposed method 83.76  78.45  80.09  90.34  83.56 

Method   Class 6  Class 7  Class 8  Class 9 Overall 

Standard FCM [4] 
47.96  73.99  13.12  90.66  62.63 

Ahmed et al. [1] 61.87  89.21  15.27  81.97  67.52 

Chen and Zhang [7] 81.98  80.7  18.54  78.54  69.355 

Kang et al. [12] 80.98  66.87  16.43  79.09  65.92 

The proposed method 68.12  89.64  59.34  96.98  81.12 
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with the standard FCM, Ahmed et al. [1], Chen and Zhang 
[7], and Kang et al. [12].  In addition, quantitative results are 
also given in our experiments.  We noted that the 
segmentation accuracy of the proposed method is increased 
over  the existing methods between 21% and 14% for 
volumetric MR data (nine slices) over the best one.  From the 
quantitative evaluation and the visual inspection, we can 
conclude that our proposed algorithm yields a robust and 
precise segmentation. 
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