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# New Superfast Bit Reversal Algorithms on Uniprocessors 
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Khalid A. Darabkh*<br>The University of Jordan, Amman, 11942, JORDAN


#### Abstract

Bit-reversal is a major step in Fast Fourier Transforms (FFT) and Fast Hartley Transform (FHT). Image transposition and generalized sorting of multidimensional arrays are other interesting applications of bit-reversal algorithms. In this paper, we propose two effective bit-reversal permutation algorithms, namely hierarchy transpose and swapping algorithms, that have a time complexity of $O(\sqrt{n})$. The Elster algorithm, one of the fastest available bit-reversal permutation algorithms, has a minimum time complexity of $O(n)$. Moreover, the hierarchy transpose and swapping algorithms


 perform $1.5 n-0.5 \sqrt{n}-n^{\frac{3}{4}}$ and $n-n^{\frac{3}{4}} \quad$ swaps (or exchanges), respectively, which are lower than the transpose algorithm that performs $2 n-n^{\frac{3}{4}}$ exchanges. We use a lookup table of size $\sqrt{n}$ to perform the bit-reversal experimentally. The results show that our proposed algorithms outperform the Elster algorithm for small data sizes. On the other hand, the results show that the swapping algorithm is the best among the transpose and hierarchy transpose algorithms. Our experimental results have been theoretically validated. Furthermore, our proposed algorithms can be used efficiently in parallel systems since they consist of parallelizable steps.Key Words: Bit-reversal, performance analysis, time complexity, fast Fourier transforms, hierarchy transpose and swapping algorithms.

## 1 Introduction

The Discrete Fourier Transform (DFT) has wide applications in science and engineering whereas many Fast Fourier Transform algorithms (FFT) have been proposed to enhance the computing of DFT through achieving a significant decrease in its computational time [3, 7]. Moreover, the FFT helps much in simplifying the required analysis for physics, astronomy, cryptography, as well as computational finance [2].

[^0]It was originally developed by J. W. Cooley and J. W. Tukey in 1965 [8]. Thereafter, new FFT algorithms were proposed, which mainly include milestone improvements, such as splitradix algorithms [11], mixed-radix algorithms [28], prime factor algorithms [6], and multidimensional FFT algorithms [19]. The FFT can be classified into two classes, decimation in frequency and decimation in time [2, 7]. The bit-reversal step of FFT is the last stage in decimation in frequency and the first stage in decimation in time [14, 18, 25, 30]. Bit-reversal operation of the FFT takes a significant amount of the workload of the entire FFT computation [25, 30]. For example, in a length of 1024 split radix FFT, the bit-reversal requires about $20 \%$ of the time needed to perform the FFT itself [10].

There are many research articles which efficiently implement bit-reversal algorithms in a single computer [5, 9-$10,12-13,15-16,22,24,26,31-33]$. Some of these papers focus on reducing the number of needed operations [9-10, 22, $26,12-13,15-16,31-32]$ (i.e., additions, multiplications, etc.) while others focus on optimizing the memory hierarchy (i.e., caches, translation-lookaside buffer (TLB), and memory), out of which techniques such as blocking, buffering, and padding were employed and, accordingly, examined to be cache and TLB effective [5, 17, 33]. Additionally, it is noteworthy to mention that those articles that have the interest of reducing the number of operations can be further classified into two classes: the first class involves implementing the bit-reversal using auxiliary table (seed table) of size $\sqrt{n}$ [10, 13, 15, 22, 24, 31] if $n=2^{2 a}$ or $\sqrt{n / 2}$ if $n=2^{2 a+1}$, where $n$ is the length of the transform and $a$ is the length of the binary expansion of an index $i$. For example, in [24], the authors succeeded in reducing the number of required loops using the property of symmetry but along with the use of look-up tables lead eventually to wasting on a lot of memory space. The authors in [22] reported that the bit-reversal can be done adeptly using vectors rather than loops by finding the bitreversal of elements one after another. Nonetheless, this method works fine in programming environments that offer algorithms that deal more efficiently with vectors than loops like Matlab. The look-up table used contains a pre-computed matrix vector multiplication. However, the second class does not use seed tables in implementing the bit-reversal [9, 12, 22, 26]. For example, the author in [32] proposed a heuristic
approach that repeats only $\frac{n}{4}$ times instead of $n$ times in loops as widely explored in the literature. In [26], the authors proposed an algorithm based on a pseudo semi-group homomorphism property that has a complexity of $O(n)$. However, it is proven that the algorithms of the first class run much faster than those found in the second class except for some cases described in [18].

In summary, all of the above proposed bit-reversal algorithms were implemented in different ways which may need various steps to get them done such as $O(n \log n)$ steps
[33] and $O(n)$ steps [12, 24, 32]. Hence, among these algorithms, the best of them requires at least $O(n)$ operations. A summary of 30 methods that compute the bit-reversals are reported by [20]. Among these methods, the Elster method proposed in [12] was found the fastest. As a further evidence of its importance, it has been used by [13] to come up with a new version suitable for modern multithreaded architectures, whereas it has been proven that a minimally tuned CooleyTukey FFT using that modified bit-reversal version performs better than the default FFTW algorithm. Further details about FFTW are found in [16].

In this paper, we propose two bit-reversal permutation algorithms; namely, hierarchy transpose and swapping algorithms. We assume that the array of size $n$ can be represented as $\sqrt{n} \times \sqrt{n}$ array. However, the first permutation algorithm is an extension to the transpose algorithm proposed in [22]. As reported in [22], the transpose algorithm consists of three steps: find the bit-reversal for just the first row, transpose the array, and then repeat the first step. The first proposed permutation algorithm utilizes the same first and last steps of the transpose algorithm but it uses a more efficient transpose algorithm and this is done to show the impact of transposing the array on the whole bit-reversal time. The other proposed permutation algorithm consists of two steps: find the bit-reversal for the first row and then for the first column. It is good to point out that we do not swap elements one after another as any available bit-reversal algorithms, but rather we swap vector with vector which consequently saves time. As mentioned before, the Elster algorithm, which is considered one of the best algorithms to compute the bit-reversal, using data inputs of size $n$ has a time complexity of $O(n)$, whereas our algorithms have the time complexity $O(\sqrt{n})$. On the other hand, the Elster algorithm performs $\frac{n-n^{\frac{1}{2}}}{2}$ exchanges while our hierarchy transpose and swapping algorithms perform $1.5 n-0.5 \sqrt{n}-n^{\frac{3}{4}}$ and $n-n^{\frac{3}{4}}$ swaps, respectively These are undoubtedly lower than what are required for the transpose algorithm which is $2 n-n^{\frac{3}{4}}$ exchanges. (b)The ability of
applying our proposed ideas to enhance current bit-reversal algorithms is feasible. Additionally, our proposed algorithms are faster than the Elster algorithm for small data inputs and transpose algorithm for all data sizes. Hence, it is highly recommended to use them within this capacity of data inputs. Furthermore, they consist of independent tasks in which they can be easily and efficiently parallelized. As a matter of fact, preliminary results of this work have been presented in [1].

The rest of the paper is organized as follows. In Section 2, the idea of bit-reversal along with a detailed description of a relevant bit-reversal algorithm called the transpose algorithm are provided. In Section 3, our proposed bit-reversal algorithms are presented and extensively detailed. Section 4 includes the performance analysis for our proposed algorithms along with the transpose and Elster algorithms. Experimental results and discussion are presented in Section 5. Finally, the paper is concluded in Section 6.

## 2 Bit-Reversal Permutations

### 2.1 The Idea of Bit-Reversal

The idea of finding the bit-reversal is based on the following discussion: if we want to find the bit-reversal for any binary number, we can divide this number into two parts (right and left). Then, we find the bit-reversal for each side separately. Next, we swap both sides to obtain eventually the bit-reversal. For example, if we want to find the bit-reversal for 34 (100010), we divide the number into two parts, right=100 and left $=010$. We find the bit-reversal for the right side, which is 001 and for the left side, which is 010 . Then, we swap the right and the left, to get finally 010001.

### 2.2 The Transpose Algorithm

The transpose algorithm was proposed in [22]. In order to find the bit-reversal of a data of size $n$, they save the original data in a two-dimensional array of size $(\sqrt{n} \times \sqrt{n})$ as shown in Figure 1(a). Figure 1 is done to illustrate how to perform the bit-reversal for data inputs of size 64 (i.e., $n=64$ ) using this algorithm. However, each index of the array is thus a concatenation of the row index and column index. To this end, the following steps are taken for simulating this algorithm:

1. Finding the bit-reversal for the column-index of the first row. Consequently, they swap these indices, but in order to save time, the whole column is swapped with its bitreversed column, as shown in Figure 1(b), instead of swapping pairs of indices.
2. Transposing the matrix in a way that the row becomes column and vice versa as shown in Figure 1(c). In their implementation, they used out of place arrays, that are two different arrays, to transpose all elements of the matrix. The cost to do this copy is $O(n)$, where each matrix used is of size $n$. On the other hand, there are

| 000 | 001 |  | 010 |  | 100 |  | 101 |  | 110 | 6 | 7 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 1 | 2 | 3 | 4 | 5 | 111 |  |  |  |  |  |
| 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 |  |  |  |  |
| 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 |  |  |  |  |
| 24 | 25 | 26 | 27 | 28 | 29 | 30 | 31 |  |  |  |  |
| 32 | 33 | 34 | 35 | 36 | 37 | 38 | 39 |  |  |  |  |
| 40 | 41 | 42 | 43 | 44 | 45 | 46 | 47 |  |  |  |  |
| 48 | 49 | 50 | 51 | 52 | 53 | 54 | 55 |  |  |  |  |
| 56 | 57 | 58 | 59 | 60 | 61 | 62 | 63 |  |  |  |  |

(a) The original data is set into two-dimensional array $(\sqrt{n} \times \sqrt{n})$

| 000 | 001 | 010 | 011 | 100 | 101 | 110 | 111 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 4 | 2 | 6 | 1 | 5 | 3 | 7 |
| 8 | 12 | 10 | 14 | 9 | 13 | 11 | 15 |
| 16 | 20 | 18 | 22 | 17 | 21 | 19 | 23 |
| 24 | 28 | 26 | 30 | 25 | 29 | 27 | 31 |
| 32 | 36 | 34 | 38 | 33 | 37 | 35 | 39 |
| 40 | 44 | 42 | 46 | 41 | 45 | 43 | 47 |
| 48 | 52 | 50 | 54 | 49 | 53 | 51 | 55 |
| 56 | 60 | 58 | 62 | 57 | 61 | 59 | 63 |

(b) The results after finding the bit-reversal for the column-index of the first row and swapping each column with its bit-reversed column

| 000 | 010 |  | 011 | 100 | 101 | 110 | 111 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 8 | 16 | 24 | 32 | 40 | 48 | 56 |
| 4 | 12 | 20 | 28 | 36 | 44 | 52 | 60 |
| 2 | 10 | 18 | 26 | 34 | 42 | 50 | 58 |
| 6 | 14 | 22 | 30 | 38 | 46 | 54 | 62 |
| 1 | 9 | 17 | 25 | 33 | 41 | 49 | 57 |
| 5 | 13 | 21 | 29 | 37 | 45 | 53 | 61 |
| 3 | 11 | 19 | 27 | 35 | 43 | 51 | 59 |
| 7 | 15 | 23 | 31 | 39 | 47 | 55 | 63 |

(c) The results after the array is transposed

| 000 |  | 010 |  | 011 | 100 | 101 | 110 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 32 | 16 | 48 | 8 | 40 | 24 | 56 |
| 4 | 36 | 20 | 52 | 12 | 44 | 28 | 60 |
| 2 | 34 | 18 | 50 | 10 | 42 | 26 | 58 |
| 6 | 38 | 22 | 54 | 14 | 46 | 30 | 62 |
| 1 | 33 | 17 | 49 | 9 | 41 | 25 | 57 |
| 5 | 37 | 21 | 53 | 13 | 45 | 29 | 61 |
| 3 | 35 | 19 | 51 | 11 | 43 | 27 | 59 |
| 7 | 39 | 23 | 55 | 15 | 47 | 31 | 63 |

(d) The results after finding the bit-reversal for the column-index of the first row and swapping each column with its bitreversed column considering the matrix was transposed

Figure 1(a, b, c, and d): An example of how to perform the bit-reversal for data inputs of size 64 using the transpose algorithm
many research papers which transpose the array in place efficiently [23, 29]. These papers can reduce the number of misses in the caches and therefore reduce the total time to transpose the whole array. As a matter of fact, we use, in our first proposed algorithm, in place arrays to effectively transpose the array as will be seen shortly.
3. Finding the bit-reversal for the column-index of the first row one more time and then swapping each column with its corresponding bit-reversed column to eventually get the bit-reversal for all data inputs as noticed in Figure 1(d).

## 3 Our Proposed Algorithms

### 3.1 The Hierarchy Transpose Algorithm

The hierarchy transpose algorithm has the same steps as the transpose algorithm but it differs in step 2. In this step, we use more efficient transpose algorithm whereas it is called the hierarchy transpose. This technique fits better in the cache since it reduces the number of misses in the cache to effectively trans-pose the array. In this technique, we first divide the array into equally sized top-level blocks where each block has an index block $_{\mathrm{i}, \mathrm{j} \text {-outer }}$. For example, as shown in Figure 2(a), we divide the $8 \times 8$ matrix into four outer blocks. Next, we swap block $_{\mathrm{i}, \mathrm{j} \text {-outer }}$ with block $_{\mathrm{j}, \mathrm{i} \text {-outer }}$ as long as $i \neq j$ is shown in Figure 2(b). We repeat this process, steps 1 and 2, for every block until we get a minimum of four elements per block. In our example, we divide further each block $_{\mathrm{i}, \mathrm{j} \text {-outer }}$ shown in Figure 2(a) into four blocks as shown in Figure 2(b). Then, we swap block $_{\mathrm{i}, \mathrm{j} \text {-inner1 }}$ with block $\mathrm{k}_{\mathrm{j}, \mathrm{i}-\mathrm{inner}}$ such that $i \neq j$ as shown also in Figure 2(b). Last, we swap the elements inside the blocks, which should consist of at most four elements, in the same manner we swap the blocks as finally
shown in Figure 2(c). Consequently, the same results are obtained as those found in Figure 1(c). It is important to mention that the cost to transpose the matrix in place using the hierarchy transpose method is $(n-\sqrt{n}) / 2$. As a conclusion, this reduces the total overhead of computing the bit-reversal time compared to the one obtained in the transpose algorithm. In other words, it saves more space and reduces the number of required iterations. However, there are many research papers that used all-to-all communication strategy in parallel systems to transpose any matrix using the hierarchy transpose method, such as [4, 21, 27].

### 3.2 The Swapping Algorithm

Our second proposed algorithm, called the swapping algorithm, is summarized as follows: the input data of size $n$, which is a vector, is arranged in a bit-reversal order and saved in two-dimensional array of size $(\sqrt{n} \times \sqrt{n})$. Figure 3 shows an example of performing this algorithm where the input data is the same as the one used in all aforementioned algorithms for the reason of validating the correctness of this algorithm. However, in this algorithm, the data is arranged column-wise rather than row-wise, as adopted in the previous algorithms, as shown in Figure 3(a):

After that, the bit-reversal for the column-index of the first row is found and then a swapping is made for each column with its corresponding bit-reversed column as shown in Figure 3(b). Lastly, we perform the bit-reversal for the row-index of the first column along with swapping the whole row with its corresponding bit-reversed row as shown in Figure 3(c). Consequently, we obtain the same results for the matrix, which is shown in Figure 3(c), as those obtained using the transpose and hierarchy transpose algorithms. It deserves mentioning

| Block $_{00-\text { outer }}$ |  |  |  |  |  |  |  |  | Block ${ }_{01 \text {-outer }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0 | 4 | 2 | 6 | 1 | 5 | 3 | 7 |  |
|  | 8 | 12 | 10 | 14 | 9 | 13 | 11 | 15 |  |
|  | 16 | 20 | 18 | 22 | 17 | 21 | 19 | 23 |  |
|  | 24 | 28 | 26 | 30 | 25 | 29 | 27 | 31 |  |
|  | 32 | 36 | 34 | 38 | 33 | 37 | 35 | 39 |  |
|  | 40 | 44 | 42 | 46 | 41 | 45 | 43 | 47 |  |
|  | 48 | 52 | 50 | 54 | 49 | 53 | 51 | 55 |  |
|  | 56 | 60 | 58 | 62 | 57 | 61 | 59 | 63 |  |
| Block $_{10 \text {-outer }}$ |  |  |  |  |  |  |  |  | Block $_{11 \text {-outer }}$ |

a. The $8 x 8$ matrix as shown in Figure 1 (b) with division into four top level blocks

b. The 8 x 8 matrix after swapping the outer $\left(\mathrm{block}_{\mathrm{i}, \mathrm{j} \text {-outer }}\right)$ and inner $\left(\right.$ block $\left._{\mathrm{i}, \mathrm{j} \text {-inner1 }}\right)$ blocks such that $i \neq j$

c. The final results after transposing the $8 \times 8$ matrix using hierarchy transpose where the elements inside the inner blocks are swapped

Figure 2(a, b, and c): Description of the hierarchy transpose algorithm

| 000 | 001 | 010 | 100 | 101 | 110 | 111 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 8 | 16 | 24 | 32 | 40 | 48 | 56 |
| 1 | 9 | 17 | 25 | 33 | 41 | 49 | 57 |
| 2 | 10 | 18 | 26 | 34 | 42 | 50 | 58 |
| 3 | 11 | 19 | 27 | 35 | 43 | 51 | 59 |
| 4 | 12 | 20 | 28 | 36 | 44 | 52 | 60 |
| 5 | 13 | 21 | 29 | 37 | 45 | 53 | 61 |
| 6 | 14 | 22 | 30 | 38 | 46 | 54 | 62 |
| 7 | 15 | 23 | 31 | 39 | 47 | 55 | 63 |

(a) The input data n is set in two-dimensional array $(\sqrt{n} \times \sqrt{n})$

| 000 | 0 | 0 | 010 | 100 | 101 | 110 | 111 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 32 | 16 | 48 | 8 | 40 | 24 | 56 |
| 1 | 33 | 17 | 49 | 9 | 41 | 25 | 57 |
| 2 | 34 | 18 | 50 | 10 | 42 | 26 | 58 |
| 3 | 35 | 19 | 51 | 11 | 43 | 27 | 59 |
| 4 | 36 | 20 | 52 | 12 | 44 | 28 | 60 |
| 5 | 37 | 21 | 53 | 13 | 45 | 29 | 61 |
| 6 | 38 | 22 | 54 | 14 | 46 | 30 | 62 |
| 7 | 39 | 23 | 55 | 15 | 47 | 31 | 63 |

(b) The results after finding the bit-reversal for the column-index of first row and swap each column with its bitreversed column

| 000 | 0 | 001 | 010 | 011 | 00 | 101 | 110 | 111 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0 | 32 | 16 | 48 | 8 | 40 | 24 | 56 |
| 001 | 4 | 36 | 20 | 52 | 12 | 44 | 28 | 60 |
| 010 | 2 | 34 | 18 | 50 | 10 | 42 | 26 | 58 |
| 011 | 6 | 38 | 22 | 54 | 14 | 46 | 30 | 62 |
| 100 | 1 | 33 | 17 | 49 | 9 | 41 | 25 | 57 |
| 101 | 5 | 37 | 21 | 53 | 13 | 45 | 29 | 61 |
| 110 | 3 | 35 | 19 | 51 | 11 | 43 | 27 | 59 |
| 111 | 7 | 39 | 23 | 55 | 15 | 47 | 31 | 63 |

(c) The results after finding the bit-reversal for the row-index of the first column, but this time we swap the whole row with the corresponding bit-reversed row

Figure 3(a, b, and c): An example of performing the bit-reversal using the swapping algorithm for an input data of size 64
that our proposed algorithms are totally correct since they validate each other.
Procedure 1 describes the pseudo code used to simulate the last step of this proposed algorithm. In this pseudo code, we use a look-up table to find the corresponding bit-reversal for each index of the original data vector. If the bit-reversal of the index is the same as the index, we just do nothing. Otherwise, we should swap the whole row with its corresponding bitreversed row.

## Procedure I - Pseudo code to simulate step three of the third proposed algorithm

```
IN: input data vector n
OUT: two-dimensional array (Data)
begin
    i = 0;
        j=0;
        k=0;
    While (i<sqrt(n)) do
        Begin
```

            \(j=b i t\) reversal (i) //get the bit-reversal using look-up
    table
if $\mathbf{j}$ < $\boldsymbol{i}$ then
Temp=0;
While (k<sqrt(n)) do
Begin // swapping the rows with their
corresponding bit-reversed rows
Temp=Data (i)(k);
Data (i)(k)=Data (j)(k);
Data (j)(k)=Temp;
Increment k;
end while
endif
Increment $i$;
end while
end

## 4 Performance Analysis

It is interesting to investigate the significance of our conclusions in this paper by conducting a performance analysis for our proposed bit-reversal algorithms and then making comparisons between them and the transpose algorithm along with one of the most popular bit-reversal algorithms, namely the Elster algorithm, considering small and large input data sizes given that the bit-reversal step in the computation of the FFT comprises a significant portion of the FFT computational time. However, if we assume that the size of the input vector is $n=\sqrt{n} \times \sqrt{n}$, then the analysis for the proposed algorithms can be summarized as follows:

To make the evaluation of our proposed algorithms effective and clear, analysis for the transpose algorithm was conducted because it had not been included in [22]. However, the first and last steps of the transpose algorithm are to find the bitreversal for the column indices of the first rows where each row is of size $\sqrt{n}$ and then swap each column with its
corresponding bit-reversed column, as shown in Figure 1(b) and (d), respectively. Consequently, the time complexity of finding the bit-reversal for these steps is expressed as:

$$
\begin{equation*}
T_{\text {Transpose_bit_reversal }}=2 \sqrt{n} \text {. } \tag{1}
\end{equation*}
$$

where $\sqrt{n}$ is considered for each step. It is worth mentioning that the complexity includes an addition and a comparison in each iteration of a loop bounded by $\sqrt{n}$. However, when considering the big-O notation, the time complexity of this algorithm is $O(\sqrt{n})$. On the other hand, the Elster algorithm has a time complexity of:

$$
\begin{equation*}
T_{\text {Elster_bit_reversal }}=n \text {. } \tag{2}
\end{equation*}
$$

which includes a shift and XOR in each iteration of a loop consisting of $n$ iterations. At present, it is very important to find the number of swaps preformed in the transpose algorithm. In the Elster algorithm, the number of swaps performed is:

$$
\begin{equation*}
N_{\text {Elster_swaps }}=\frac{n-n^{\frac{1}{2}}}{2} . \tag{3}
\end{equation*}
$$

for input data of size $n$ [13]. Hence, in the first and last steps of the transpose algorithm, the number of swaps ( $N_{\text {swaps }}$ ) can be expressed as:

$$
\begin{equation*}
N_{\text {Transpose_}} F L S_{-} \text {swaps }=2 \sqrt{n}\left(\frac{\sqrt{n}-n^{\frac{1}{4}}}{2}\right)=n-n^{\frac{3}{4}} \tag{4}
\end{equation*}
$$

Considering Step 2 of the transpose algorithm, which indicates making a transpose for the two-dimensional array, it is worth mentioning that the number of exchanges, which involve load and store operations, needed is $n$ if the transpose is done out of place (i.e., using two 2D arrays) [22]. Therefore, we can declare that the total number of swaps operations required for the transpose algorithm ( $N_{\text {overall swaps }}$ ) is:

$$
\begin{equation*}
N_{\text {Transpose_overall_swaps }}=2 n-n^{\frac{3}{4}} \text {. } \tag{5}
\end{equation*}
$$

On the other hand, in our first proposed algorithm (hierarchy transpose algorithm), we use an efficient transpose algorithm that is carried out in place, as extensively explained in Section 3 of this paper which has a number of exchanges $(n-\sqrt{n}) / 2$. Therefore, $N_{\text {overall swaps }}$ is improved for the hierarchy transpose algorithm as follows:

$$
\begin{equation*}
N_{\text {HT_overall_swaps }}=1.5 n-0.5 \sqrt{n}-n^{\frac{3}{4}} \text {. } \tag{6}
\end{equation*}
$$

As far as the second proposed algorithm (swapping algorithm) is concerned, we can notice that the time complexity of its Step 2 is the same as the one just explained for Step 1 of the transpose algorithm. On the other hand, Step 3 in the swapping algorithm has the time complexity of $\sqrt{n}$ steps, as shown in procedure 1 , the loop is repeated $\sqrt{n}$ times. In this step, instead of performing the bit-reversal for each column, we swap the whole row with its corresponding bitreversed row after finding the bit-reversal of the row-index of the first column. Therefore, the time complexity of this step is $\sqrt{n}$. Hence, the overall time complexity is:

$$
\begin{equation*}
T_{\text {Swapping_bit_reversal }}=2 \sqrt{n} \text {. } \tag{7}
\end{equation*}
$$

The number of swaps needed for steps 2 and 3 is:

$$
\begin{equation*}
N_{\text {Swapping_overall_swaps }}=n-n^{\frac{3}{4}} \text {. } \tag{8}
\end{equation*}
$$

In each step of the proposed algorithms concerning the way of obtaining the bit-reversal, we use a look-up table to get the bit-reversal value of the corresponding array index.

## 5 Results and Discussion

For the sake of evaluating our proposed algorithms over the well-known sequential bit-reversal algorithms, namely, the Elster and transpose algorithms, we simulate the Elster, transpose, and our proposed algorithms on Pentium 4 2.4 GHZ with 512 k cache and 256 MB DDR-SDRAM. The software configuration environment used is as follows: Redhat 7.3 Operating system, Kernel 2.4.18, as well as gcc compiler. The size of input vector varied between $16(4 \times 4)$ and 1048576 $(1024 \times 1024)$ of data. In order to get accurate results, we run the code 10000 times for each data size. The obtained results
are shown in Table 1.
It is noticed, in all algorithms, the increase in bit-reversal time as the data size increases and this is due to having larger elements in the 2D array which requires more iterations and swaps. The results of our proposed algorithms outperform those obtained from the transpose algorithm. This is to be expected since the number of swaps in our proposed algorithms is always less. It is worth mentioning that the time required to find the bit-reversal using our proposed algorithms is lower than that using the Elster algorithm for small data sizes. This is expected in light of our detailed performance analysis since the number of swaps for all proposed algorithms is not the dominant factor as long as the employed data sizes are small, but rather it is the bit-reversal time (either for the row-index or column-index of a 2D array as described in Sections 2 and 3), whereas it is completely the opposite as the data sizes increases drastically. For example, the overall time to do the bit-reversal, when the data size is 4 x 4 , is 0.2501 , $0.388622,0.2432$, and 0.1192 for the transpose, Elster, hierarchy transpose, and swapping algorithms, respectively. While these values, when the data size is $1024 \times 1024$, are 43723, 28013, 41675, and 35723, respectively. When comparing the number of swaps required for the Elster algorithm and our proposed algorithms through taking the limit of the input data size ( $n$ ) as it goes to infinity to denote for very larger data size, we can first obtain the following ratio of swaps between the second proposed (swapping) algorithm and Elster algorithm:

$$
\begin{equation*}
\text { Ratio }_{1}=\lim _{n \rightarrow \infty} \frac{\frac{n-n^{\frac{1}{2}}}{2}}{n-n^{\frac{3}{4}}} \approx \frac{1}{2} \tag{9}
\end{equation*}
$$

This ratio is increased for the transpose and hierarchy transpose algorithms due to the effect of transposing the array. It is particularly observed when substituting equations (5) and (6) into the denominator of equation (9). It is about 0.25 and 0.33 for the transpose and hierarchy transpose algorithms, respectively. From these values of the limit ratio (i.e., 0.25 for

Table 1: Time comparison (in micro-second) between our proposed algorithms, transpose algorithm, and Elster algorithm for different data sizes

| Data size | Transpose <br> algorithm <br> $[18]$ | Elster <br> algorithm <br> $[19]$ | Hierarchy <br> Transpose algorithm <br> (first proposed) | Swapping algorithm <br> (second proposed) |
| :---: | :---: | :---: | :---: | :---: |
| $\mathbf{4 \times 4}$ | 0.2501 | 0.388622 | 0.2432 | $\mathbf{0 . 1 1 9 2}$ |
| $\mathbf{8 \times 8}$ | 0.83903 | 1.18017 | 0.7786 | $\mathbf{0 . 4 9 8 2}$ |
| $\mathbf{1 6 \times 1 6}$ | 4.251 | 4.59909 | 3.987 | $\mathbf{2 . 3 6 1}$ |
| $\mathbf{3 2 \times 3 2}$ | 18.11 | 78.658 | 17.34 | $\mathbf{1 1 . 2 2 9}$ |
| $\mathbf{6 4 \times 6 4}$ | 87.862 | 74.7395 | 85.23 | $\mathbf{5 2 . 1 1 8}$ |
| $\mathbf{1 2 8 \times 1 2 8}$ | 353.84 | 329.48 | 325.56 | $\mathbf{2 0 5 . 8 2 9}$ |
| $\mathbf{2 5 6 \times 2 5 6}$ | 1498 | 1320 | 1450 | $\mathbf{1 4 0 2}$ |
| $\mathbf{5 1 2 \times 5 1 2}$ | 8235 | 6937 | $\mathbf{7 9 8 6}$ | $\mathbf{7 3 2 1}$ |
| $\mathbf{1 0 2 4 \times 1 0 2 4}$ | $\mathbf{4 3 7 2 3}$ | $\mathbf{2 8 0 1 3}$ | $\mathbf{4 1 6 7 5}$ | $\mathbf{3 5 7 2 3}$ |

the transpose algorithm, 0.33 for the hierarchy transpose algorithm, as well as 0.5 for the swapping algorithm), we can theoretically state that the best proposed algorithm is the swapping algorithm. This can be verified experimentally in the obtained results. As shown in Table 1, it is the fastest of not only the transpose and hierarchy transpose algorithms, but also the Elster algorithm as long as the data sizes are less than or equal $128 \times 128$ while the transpose and hierarchy transpose algorithms outperform the Elster algorithm as long as the data sizes are less than or equal $32 \times 32$, which is quite lower than that achieved in the swapping algorithm.

## 6 Concluding Remarks

Fast Fourier Transform plays a vital role in a wide range of applications such as telecommunications, image and digital signal processing, convolution, particle simulation, as well as weather forecasting. On the other hand, the bit-reversal step in the computation of the FFT comprises a significant portion of this time. In our proposed work, the experimentations revealed that the percentage of the sequential computational time of bitreversal is between $15 \%-30 \%$ of the total time of FFT. In fact, these values can be related to two causes: data size and how caches and memory hierarchies are used in the implementation. Due to its importance, we propose in this paper two efficient bit-reversal algorithms. These algorithms are compared with the Elster algorithm that has $O(n)$ time complexity while our proposed algorithms have a time complexity of $O(\sqrt{n})$. The experimental results show that our proposed algorithms outperform the Elster algorithm for small employed data sizes. Once the data inputs become so large, the amount of exchanges or swaps needed for our proposed algorithms increases and becomes severely affected. Furthermore, our proposed algorithms outperform the transpose algorithm proposed in [22] for all data sizes. On the other hand, the results show that our swapping algorithm is the fastest among the transpose and hierarchy transpose algorithms and sustain more for larger operated data sizes. Additionally, our proposed algorithms can be implemented over any type of parallel systems efficiently such as symmetric multiprocessor systems or massively parallel processors.
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# A Study of the Performance of Diversity Combining Schemes on Multipath Fading at $\mathbf{9 0 0 M H z}$ 

A. J. Falade*<br>University of Ilorin, Ilorin, NIGERIA


#### Abstract

The work presents the investigation of Gaussian Minimum Shift Keying (GMSK) and Binary Phase Shift Keying (BPSK) transmission schemes with Department of Electrical and Electronics Engineering. E-mail: falade.alaba@yahoo.com. Phone: +2347053244999.both Maximum Ratio Combining (MRC) and Equal Gain Combining (EGC) diversity combining techniques over Rayleigh flat fading (RFF) channels in a digital mobile wireless system. The System model for the received signal was developed under L-propagation paths and then simulated. Randomly generated symbols and image data was used as the Information signal. The results obtained showed that BPSK had a higher error probability value than the corresponding GMSK scheme. The results also showed that due to GMSK high immunity to noise and other interfering signals, it provides a better performance than BPSK signalling scheme. MRC was observed to perform better in terms of mitigation of the interference induced by the Rayleigh channel than EGC diversity combining technique. The quality of the images received with both signalling schemes were in agreement with the Bit Error Rate (BER) results.
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## 1 Introduction

The effectiveness of a communication system is a measure of the channel bandwidth and immunity to interference or noise. When a signal is transmitted over a radio channel in a digital mobile wireless communication system, it is subjected to multiple physical phenomena responsible for most of the characteristic features observed at the receiver end. Such phenomena include multipath fading and multiple access interference caused by co-channel users which are not orthogonal to the desired user [6]. Signal fading arises from multiple transmission paths with different phase shift and delay spread between the arrival of the first and last multipath signal seen by the receiver [3]. Various techniques can be employed for diversity combining but MRC and EGC are more effective [7, 10, 13]. In MRC, the signals are weighted according to their signal to noise ratio (SNR), and then the different signals are added together but only after being co-

[^1]phased (that is, the different signals are delayed to ensure that they all have the same phase for constructive addition). The main drawback of using MRC is that the signal level and noise power at each branch needs to be correctly estimated for all instances in time. EGC is similar to the MRC except that the weighting is set to 1 for all signals. The Rayleigh distribution is commonly used to describe the statistical time varying nature of the received envelope of a flat fading, or the envelope of an individual multipath component. In the RFF channel model, it is assumed that the channel induces amplitude, which varies according to the Rayleigh distribution.

The structure and the contribution of this paper are organized as follows. In Section 2, a related work is given. Sections 3 and 4 cover the system model and diversity combining models, respectively. Section 5 is based on the simulation results and discussion. Section 6 concludes the paper.

## 2 Related Work

M. Kahn derived the combining weights of the optimal liner combiner for dual diversity [8]. His techniques were used to generate results of higher order diversity scheme known as MRC. A combining technique to mitigate the effects of intersymbol interference (ISI) was later introduced by [5]. Studies of various diversity combining techniques have been carried out in [12]. Adachi [2] gave a detailed BER performance of 16 star-quadrature amplitude modulation (STAR-QAM) in the Rayleigh fading channel. Average bit error rate expressions for BPSK and binary frequency shift keying (BFSK) were analysed as infinite series in [1]. Alamouti [4] employed a simple transmit diversity technique for mitigating multipath. A comprehensive study of a joint multipath Doppler diversity in mobile wireless Communications was carried out by [11].

Most of the past works were excellent particularly on the subject of fading channels and diversity reception, with many cases having been thoroughly analysed; but none of the papers have simultaneously presented simulation and experiment by the application of image data acquisition using MRC and EGC diversity technique. Hence, the study of GMSK and BPSK transmission schemes with both MRC and EGC diversity combining techniques over RFF channels in a digital mobile wireless environment is presented in this work. The channel is assumed to be frequency non-selective flat fading. Random data were generated and modulated with each of the modulation schemes. The result is filtered using Gaussian low
pass for GMSK to reduce the spectral spreading of the sidebands. Also, a rectangular pulse shaping filter is employed to reduce ISI induced in the system for BPSK to achieve suitable transmission through the wireless mobile channel. The bit error rate is the measure used in the performance evaluation.

## 3 System Model

A single mobile to base station communication with one antenna over a frequency non-selective channel was considered first and other interfering signals are added together and modelled as an additive white Gaussian noise. The received signal by the base station through only one path is given by [3] as:

$$
\begin{equation*}
r(t)=h(t, T) S(t)+n(t) \tag{1}
\end{equation*}
$$

where $h(t, T)$ is the time varying impulse response of the channel, $S(t)=S_{G B}(t)$ is the transmitted GMSK and BPSK signal and $n(t)$ is interfering signals modelled as additive white Gaussian noise (AWGN). For GMSK scheme, the signal is represented by

$$
\begin{equation*}
m(t)=\sin \left(2 \pi f_{c} t\right) I(t)+\cos \left(2 \pi f_{c} t\right) Q(t) \tag{2}
\end{equation*}
$$

where $f_{c}$ is the carrier frequency, $I(t)$ is the inphase baseband signal and $Q(t)$ is the quadrature baseband signal. The inphase and quadrature baseband signals are the cosine and sine of the output of the integrator from Gaussian low pass filter (GLPF).

## 4 Diversity Combining Model

### 4.1 Maximum Ratio Combining (MRC)

The output of MRC is a weighted sum of all branches. According to Alamouti [4], the channel at time $t$ may be modelled by complex multiplicative distortion

$$
\begin{equation*}
h(t, T)=\alpha_{i}(t, T) \exp \left(j \theta_{i}(t, T)\right) \sigma\left(T-T_{i}(t)\right) \tag{3}
\end{equation*}
$$

where $\alpha_{i}(t, T)$ is the amplitude of $\mathrm{i}^{\text {th }}$ multipath at $t$ and $T$, and $\sigma$ is the impulse function that determines the specific multipath component at time $t$ and delay $T$.

With two independent identically distributed paths, the transmitting medium between the first transmit antenna and receiver (path 1) is denoted by $h_{0}$, while $h_{1}$ denotes the medium between the second transmit antenna and receiver (path 2) at a given time. The output baseband signals for the first and second receiver through paths 1 and 2 are

$$
r_{0}(t)=h_{0}(t, T) s_{0}(t)+n_{0}(t)
$$

and

$$
r_{1}(t)=h_{1}(t, T) s_{1}(t)+n_{1}(t)
$$

respectively, the resultant received signal is

$$
\begin{equation*}
S_{G, B}(t)=h_{0}^{*}(t, T) r_{0}(t)+h_{1}^{*}(t, T) r_{1}(t) \tag{4}
\end{equation*}
$$

where $h_{0}{ }^{*}(t, T)$ and $h_{1}{ }^{*}(t, T)$ are the complex conjugate of the channel impulse responses of path 1 and 2 , respectively. The complex conjugate of the channel impulse response cancels the phase variations that the channel introduced. By substituting the values of $r_{0}(t)$ and $r_{1}(t)$ into Equation (4), we obtain

$$
\begin{align*}
S_{G, B}(t) & =h_{0}(t, T) *\left[h_{0}(t, T) s_{0}(t)+n_{0}(t)\right] \\
& +h_{1}(t, T) *\left[h_{1}(t, T) s_{1}(t)+n_{1}(t)\right] \tag{5}
\end{align*}
$$

This is the output of the MRC, where $S_{0}$ and $S_{1}$ are the received signals at time, $t$ and $t+T$, and $n_{0}$ and $n_{1}$ are the complex noise and interference. Combining the Equations (3), (4) and (5) together, we get

$$
\begin{equation*}
\left.S_{G, B}(t)=\left[\alpha_{0}^{2}(t, T)+\alpha_{1}(t, T)^{2}\right] s_{0}+h_{0} * n_{0}+h_{1} * n_{1}\right] \tag{6}
\end{equation*}
$$

### 4.2 Equal Gain Combining (EGC)

In an EGC receiver, like the case of MRC, both branch signals are multiplied by the same branch gain (G) and the resulting signals are co-phased and summed. The resultant output signal is connected to the demodulator, therefore, Equation (4) can be re-written as

$$
\begin{equation*}
S_{G, B}(t)=G_{0}(t, T) r_{0}(t)+G_{1}(t, T) r_{1}(t) \tag{7}
\end{equation*}
$$

where $G_{0}(t, T)$ and $G_{1}(t, T)$ are the gain of each path 1 and 2 , respectively. Assuming that the equal path gain is represented by $G(t, T)$.

$$
\begin{align*}
S_{G, B}(t) & =G(t, T) *\left[h_{0}(t, T) s_{0}(t)+n_{0}(t)\right] \\
& +G(t, T)\left[h_{1}(t, T) s_{1}(t)+n_{1}(t)\right] \tag{8}
\end{align*}
$$

This is the output of the EGC.

### 4.3 Multipath Channel Parameters

To compare the performance of the BPSK with the GMSK signalling schemes, the system model simulation is given in Figure 1 for (i) BPSK/GMSK with 2-path MRC, and (ii) BPSK/ GMSK with 2-path EGC, where $h_{1}$ and $h_{2}$ in (i) are replaced with input and output gains.


Figure 1: Simulation model for case (i) MRC with BPSK/GMSK as shown, and case (ii) EGC with BPSK/GMSK signalling schemes, where $h_{1}$ and $h_{2}$ in case (i) are replaced with input and output gains

### 4.4 Simulation Implementation

The BER performances of MRC and EGC diversity techniques using BPSK and GMSK modulation schemes were obtained by numerical simulation of the system algorithm. The development of the data needed for the performance evaluations are as follows: (a) defining the systems' parameters, (b) determining the constraints and conditions needed for the simulation, (c) writing the pseudo-code or algorithm, (d) writing the codes in steps, and (e) debugging the code and making modifications in steps and testing. The signals processing toolboxes of MATLAB were used to simulate, generate and transmit random data and image data, and in the plotting of the graphs.

The signal strength in mobile radio at the receiver end changes from time to time due to multipath effects. The received signal becomes flat fading if the radio channel is characterized with linear phase response and constant gain with a bandwidth larger than the bandwidth of the transmitted signal. To obtain the spectral characteristics of the transmitted signal at the receiver, both BPSK and GMSK modulation schemes are explored separately at the transmitter. The channel is subjected to thermal noise, represented by AWGN, caused by fluctuations in the gain of the channel. Using nonline of sight, multiple reflected rays representing multipath Rayleigh fading are formed. MRC and EGC techniques are
then employed at the receiver to mitigate the effects of the multipath on the received signals.

### 4.5 Data Acquisition

Data sources for the simulation are those generated randomly and the image data of University of Ilorin Senate Building (UISB). An enhanced modulation technique designed to increase network capacity and data rate in GSM networks can provide data rates up to 384 kbps in third generation (3G). Random data of 100,000 bits were used to determine the actual error bits when subjected to multipath fading while image signal complements the output of the results. The parameters and system configuration used in the simulation were chosen from the standard of the mobile systems [9], as summarized in Table 1. An assumption of a mobile speed of $30 \mathrm{~km} / \mathrm{h}$ were made for the receiver (mobile antenna), which introduces the fading effects (Doppler shift) relative to the base station. Doppler spread was computed to be 25 Hz and the coherence time is $4 \times 10^{-2}$ sec. The multipath delay spread of $2.0 \times 10^{-7}$ sec gives 5 MHz . This is larger than the assumed bandwidth of $200 \mathrm{H}_{\mathrm{Z}}$, indicating frequency nonselective/flat fading channel.

Table 1: Simulation parameters and configuration [9].

| Parameter | Value |
| :---: | :---: |
| Number of bits <br> transmitted | 100,000 bits |
| Carrier frequency, fc | 900 MHz |
| Bit rate, Rb | $2.4 \mathrm{~kb} / \mathrm{s}$ |
| Mobile speed | $30 \mathrm{~km} / \mathrm{h}$ |
| Bandwidth of signal | 200 kHz |
| Normalized bandwidth <br> of Gaussian filter, BT | 0.3 |
| Gaussian filter taps | 21 |
| Image type / dimension | JPEG / 90x60 pixels |
| Multipath delay spread | $200 \times 10^{-9} \mathrm{sec}$ |
| Noise | AWGN |
| Number of paths, L | 2,3 and 4 |

## 5 Results and Discussion

The results obtained from the simulation of both random data and UISB image data over a non-selective RFF channel for GMSK and BPSK signalling schemes using both MRC and EGC at the receiver are shown in Figures 2 to 14. Figure 2 is the BER of BPSK and GMSK modulation schemes over RFF and AWGN channels. Figures 3 and 4, represent a comparison of EGC and MRC for 2 paths with BPSK and GMSK signalling, respectively. From the graph of Figure 3, the two diversity combining techniques have the same BER performance for SNR between $0-2 \mathrm{~dB}$. As the SNR increases beyond 2dB, 2-path MRC is observed to provide a better performance than 2-path EGC diversity technique in terms of fading mitigation. Similarly, Figure 4 gives the comparison of EGC and MRC for 2-paths using GMSK modulation scheme.

The graph shows that 2-path MRC and EGC have the same error probability for SNR of $0-2 \mathrm{~dB}$. Beyond SNR of 2 dB , the 2-path of MRC is observed to have a lower BER than EGC. This implies a better performance of 2-path MRC over 2-path EGC. Figures 5 and 6 are the BER performance of BPSK


Figure 2: BER of BPSK and GMSK modulation schemes over flat Rayleigh fading channel and AWGN channel


Figure 3: Comparison of EGC and MRC for 2 paths using BPSK modulation scheme
signalling scheme for both MRC and EGC, respectively. The varying paths are assumed to be independent identically distributed. Figures 7 and 8 show the profile of BER performance of GMSK signalling scheme with MRC and EGC at the receivers over a Rayleigh channel, respectively.


Figure 4: Comparison of EGC and MRC for 2 paths using GMSK modulation scheme


Figure 5: BER comparison for varying paths of MRC using BPSK modulation scheme over Rayleigh channel

For a total of 100,000 bits of GMSK signals transmitted at SNR of 6 dB in Rayleigh flat fading channel, 26,930 bits were changed by the channel indicating number of bit errors. But with the introduction of 2-paths, 3-paths and 4-paths MRC at the receiver, the high erroneous bits were reduced to 13,260 bits, 7,570 bits, and 4,320 bits, respectively. Also, with 2-path, 3-paths, and 4-paths EGC at the receiver, the high erroneous bits are also reduced to 16,560 bits, 9870 bits, and 6,340 bits, respectively. The original high erroneous bits were due to the effects of delay and Doppler spread without diversity combiner. The later reduction in bit errors resulted from varying paths in MRC and EGC diversity combiner separately employed at the receiver.

In the same vein, the image transmitted through AWGN channel produced a close result compared with the original transmitted signal. When subjected to a Rayleigh fading channel at SNR of 12 dB , there was a great distortion in the original message as shown in Figure 9.

Figures 10 and 11 show the application of diversity combining techniques to image data at SNR of 12 dB and 6 dB respectively, using BPSK for comparison. When 2-path of MRC/EGC is introduced at the receiver, a better image output than in a flat Rayleigh fading channel is obtained. When 3 path and 4-path MRC/EGC is employed respectively, a better image at the output in order of higher paths is produced. The image quality output is improved for each of the two diversity combiner but MRC provided a better image than EGC. Figure 12 shows the application of diversity combining techniques to image data at SNR of 12 dB using GMSK. An image was transmitted through an AWGN channel which produced a close result to the original transmitted signal, but when subjected to a Rayleigh fading channel at SNR of 12 dB , there


Figure 6: BER comparison for varying paths of EGC using BPSK modulation scheme over Rayleigh channel
was a great distortion in the original message. When 2-path MRC/EGC is employed at the receiver, a better image output than in a flat Rayleigh fading channel is produced. The employment of 3-path MRC/EGC provides a better result than a 2-path MRC/EGC diversity. The 4-path MRC/EGC has the best image for GSMK and BPSK as shown in Figures 13 and 14 for 12 dB and 6 dB , respectively for comparison.


Figure 7: BER comparison for varying paths of MRC using GMSK modulation scheme.


Figure 8: BER comparison for varying paths of EGC using GMSK modulation scheme


Figure 9: Image data through AWGN channel and the corresponding Rayleigh fading effect at SNR of 12 dB using BPSK


Figure 10: Application of diversity combining techniques to image data at SNR of 12dB using BPSK


Figure 11: Application of diversity combining techniques to image data at SNR of 6 dB using BPSK


Figure 12: Image data through AWGN channel and the corresponding Rayleigh fading effect at SNR of 12dB using GSMK

|  | 2 paths | 3 paths | 4 paths |
| :---: | :---: | :---: | :---: |
|  |  |  |  |
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Figure 13: Application of diversity combining techniques to image data at SNR of 12 dB using GSMK

|  | 2 paths | 3 paths | 4 paths |
| :---: | :---: | :---: | :---: |
|  |  |  |  |
| $\begin{aligned} & \text { EGC } \\ & \text { with } \\ & \text { GSMK } \end{aligned}$ |  |  |  |

Figure 14: Application of diversity combining techniques to image data at SNR of 6 dB using GSMK

The image outputs further support the results from the profiles obtained in Figures 2 to 8, when comparing MRC and EGC. For the same L-path diversity, though both EGC and MRC provide an improvement in the output, but MRC has a better image than EGC.

## 6 Conclusions

The system model for the received signal at a mobile speed of $30 \mathrm{~km} / \mathrm{hr}$ [9] has been developed and simulated. The BER for the system was evaluated for each of the varying paths of MRC and EGC diversity combiner. It was found that the performance depends on the number of diversity in each branch. BPSK signalling schemes with both diversity combiner techniques separately employed at the receiver with MRC presented a clearer image than EGC diversity combiner. The simulation results showed that GMSK signalling scheme performed better than BPSK signalling when both were subjected to the same non-selective RFF channel, due to lower error bits received when transmitting the same number of bits. This showed that GMSK is more immune to noise than the BPSK. In GMSK signalling schemes for image transmission with EGC and MRC combiner at the receiver, the results obtained show that both diversity combiner techniques mitigated the effect of fading but GMSK signalling has a better performance in terms of a lower BER than BPSK signalling scheme. This is evident from the UISB image modulated by these signalling schemes. Therefore, the results showed that GMSK signalling scheme is better than BPSK when employing MRC diversity combining technique at the receiver with a Rayleigh frequency non-selective fading channel. This confirmed that GMSK signalling scheme perform better than BPSK signalling scheme due to lower error bits received when transmitting the same number of bits.

In GMSK signalling scheme for image transmission with EGC and MRC combiner at the receiver, the results showed that both diversity combiner techniques mitigated the effect of fading, but MRC presented a better image at the output than EGC diversity combining. Hence, by comparing the performance of GMSK with BPSK signalling for image transmission using both MRC and EGC at the receiver, it was observed that GMSK signalling has better overall performance in terms of low BER than BPSK signalling scheme. This is evident from the UISB image modulated by these signalling schemes. This concludes that GMSK signalling scheme is better than BPSK when employing MRC/EGC diversity combining technique. These signalling schemes take place at the receiver with a Rayleigh frequency non-selective fading channel.
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#### Abstract

In this paper, a biometric personal identification system based on iris recognition is proposed and presented. The developed system first isolates the iris from the rest of the input image. The separated iris is then normalized and transformed using Wavelets. Classification features are extracted using a novel thresholding technique that keeps track of the relative amplitudes and locations of the extracted highenergy coefficients. An Artificial Neural Network (ANN) is then employed on the extracted features to classify the input image. To show the validity and merits of the proposed system, its performance is compared to that of vector quantization (VQ), a minimum-distance classifier that uses the Euclidean distance. Simulation results show that the proposed ANN system produces a low recognition error of less than $5 \%$ and always outperforms the VQ system. The iris images used in this study are obtained from the CASIA database,
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## 1 Introduction

In many biometric applications such as access control, information protection, and authentication, it is important to determine the identity of a person. Conventional methods of recognizing the identity of a person by using identification cards or passwords are not always reliable since passwords can be forgotten; and identification cards can also be lost, stolen, or forgotten. Consequently, there is tremendous interest in identification (authentication) methods which depend on measures that cannot be lost, forgotten, or stolen. Biometric methods identify people based on physiological characteristics such as face, fingerprint, palm print, hand geometry, DNA, iris, and retina. Behavioral characteristics such as gait, voice, and handwriting (signature) can also be used by biometric

[^2]systems. In general, any human behavioral or physiological characteristic could be a biometric given that it satisfies the following requirements: (a) stability (the characteristic should be invariant with time), (b) uniqueness (no two persons are the same with respect to the characteristic), (c) universality (every person has the characteristic), and (d) collectability (the characteristic can be measured quantitatively) [3, 15].

Among all the human physical characteristics, the iris has been widely regarded as the most accurate biometric. The iris has many outstanding properties including its unique visible characteristics, stability over a person's lifetime, and its secure nature (being an internal organ, it is difficult to replace or remove the iris; thus, decreasing the possibility of deceiving the recognition system). The iris is the colored ring (membrane) of the eye, bounded by the white sclera and the black pupil. It controls the amount of light reaching the interior of the eye (retina). The iris and the pupil are covered by a clear covering called the cornea. The iris consists of pigmented fibro vascular tissue known as stoma. It is the most forward portion of the eye and the only one seen on trivial inspection. The iris has an intricate structure that includes a rich pattern of minute characteristics such as coronas, furrows, freckles, and crypts.

In this study, we propose and develop a biometric system for iris recognition. The system employs an integro-differential operator to locate the iris structure. Distinctive features are then obtained from the segmented iris image using an operation based on Wavelet packet decomposition (WPD) and a thresholding technique that keeps the values and the locations of the high-magnitude approximation coefficients while discarding the rest of the approximation and detail coefficients. Classification of the iris feature vector is then achieved using an ANN classifier. To prove the validity and robustness of the proposed method, its performance is compared to that of a vector quantization (VQ) system that uses the Euclidean distance. To test the proposed system, we use the Chinese academy of sciences institute of automation (CASIA) database [2], a freely available iris database containing images of human irises.

## 2 The State of the Art in Iris Recognition

This survey provides a brief coverage of the current state of
the art in iris biometrics and its commercial applications. Most of the research publications in this field have made contributions to one of the four main areas in iris biometrics: image acquisition, iris segmentation, feature extraction, and classification. The most important contribution in the early history of iris biometrics was made by Daugman [4, 5], where he described an automatic iris recognition system. Daugman's approach has laid the ground for most of the later research in iris biometrics and has become a standard reference model. In [6] Daugman describes a border-control application of iris recognition that is currently being used in the United Arab Emirates (UAE) to check visitors to the country. The UAE database contains 632,500 different iris images. Daugman reports that by using an iris recognition system, about 47,000people have been caught trying to enter the UAE using false travel documents. The UAE police reports that so far all the matches have also been confirmed by other means. Another commercial example of the successful use of iris identification systems is presented by the Cairo-Amman Bank (CAB) in Jordan. In 2008, the CAB, in cooperation with the leading biometric security manufacturer Iris Guard, was the first bank in the world to implement the ocular security scan technology. The CAB now offers this service in more than 80 branches and 215 ATM machines [1].

Kekre et al. worked on the iris recognition problem using Haar Wavelets for feature extraction and the Euclidean distance for classification [13]. They used the Palacky database and found that Haarlets level-5 outperforms lowerlevel Haarlets. Sarhan used the CASIA database and developed an iris recognition system in which he used an ANN for classification and the discrete cosine transform (DCT) for feature extraction [22]. The successful method implemented by Sarhan did not involve segmentation and the DCT was applied to the whole image rather than dividing the image into blocks as performed in JPEG compression. Sarhan also tackled the iris feature extraction problem using Wavelets [28]. A comparison of different iris feature extraction methods was developed by Vatsa et al. [32]. An experimental comparison of different segmentation methods was developed by Proenca et al. [20]. Proenca also developed an iris recognition system using structural pattern analysis methods [18]. Phillips et al. presented on the ICE web site an evaluation report of the current state-of-the art in iris biometrics [17]. For the purpose of reducing the transmission time of iris images, Ives et al. worked on the compression of iris images in portable iris systems such as in law enforcement applications [12].

Several iris databases are freely available online. The list includes the CASIA database, the iris Challenge Evaluation (ICE) database [14], the IIT Delhi (IITD) iris database [11], and the UBIRIS database, which was developed by the University of Beira Interior in Portugal [19]. The UBIRIS v. 1 database contains 1877 images collected from 241 eyes and has a spatial resolution of $800 \times 600$ pixels. It simulates less constrained imaging conditions. As an alternative to iris database collection, Wei et al. presented a framework to synthesize large realistic iris databases [33]. Segmented iris images are available from the Palacky database, a relatively
small iris database created at Palacky University [16]. It contains $3 \times 128$ segmented iris images ( $3 \times 64$ left eyes and 3 $\times 64$ right eyes). The images have a RGB format with spatial resolution of $576 \times 768$ pixels and 24 bits per pixel. Figure 1 shows three iris images of a left eye.


Figure 1: Palacky database: Three iris images of the same eye [16]

## 3 Material and Methods

### 3.1 System Block Diagram

A block diagram of the proposed system is depicted in Figure 2. The input of the system is an image of the iris. The iris database used in this paper is the CASIA, v. 2 database which contains 1200 raw eye images. The images are for 30 persons. For each person, there are 20 iris images for the left eye and another 20 images for the right eye, giving a total of 40 images for each person. Note that the left and right irises for a given person are different from each other. The original size of each image is $480 \times 640$ pixels, with 256 grey levels per pixel. We used images from seven classes (right eyes only), with 20 samples per class. Thus, our dataset contained 140 images; half of which were used for training and the other half were used for testing.


Figure 2: Block diagram of the proposed system, where $\mathbf{s}, \mathbf{n}$, $\mathbf{d}$, and $\mathbf{f}$ represent the segmented iris vector, normalized iris vector, and the feature vector, respectively

### 3.2 Iris Segmentation

Many types of image segmentation techniques have been used in the literature. The list includes histogram-based, graph cuts, and region-based techniques. The histogram techniques are mainly used to tackle the threshold problem in histogramand region-based methods. The histogram technique produces a binary image based on the threshold value. The intensities of object and background pixels tend to cluster into two sets in
the histogram with the threshold between these two sets. In general, it is difficult to find a universal threshold for all cases to determine the threshold value for segmentation. Consequently, graph cut image segmentation techniques used two kinds of seed pixel as "object" and "background" to provide hard constraints for segmentation.

The region-based segmentation technique segments an image which has strong boundaries into several small regions, followed by a merging procedure that employs a specific threshold. In both histogram-based and region-based segmentation techniques, if the threshold is not accurate, the contour of the object will be destructed. Wu et al. described a top down region-based image segmentation technique for medical images that contain three major regions: background and two tissues. This method is mainly used to segment 2D images and cannot be applied to segment 3D images.

Commonly used iris segmentation methods include the integro-differential, active contour models, and the Hough transform techniques. The classical Hough transform was originally introduced by Paul Hough as an image feature extraction technique for identifying lines in the image [8]. Later, the generalized Hough transform technique was presented by Richard Duda and Peter Hart in 1972 to identify positions of arbitrary shapes, especially circles and ellipses [7]. The Integro-differential operator introduced by Daugman can be used as a circular edge detector algorithm that assumes circular structure of the pupil and limbus. It finds all circles in an image. The sum of pixel values within each circle is compared to the values of adjacent circles. The circle with the maximum difference from its adjacent circles is recognized as the iris.

Iris discs have different sizes for different input images. However, for proper processing, the input irises must have the same size. Here we propose an operation that unifies the sizes of all the irises in the dataset. Specifically, the input iris disc is normalized by converting it to a vector whose length is the same as the length of the vector corresponding to the smallest iris disc in the dataset. In the next stage of the proposed system, the normalized vector is transformed using the WPD.

### 3.3 Wavelet Packet Decomposition

Lossless transforms do not change the information content or energy of the signal. Suitably selected transforms can be used effectively in various signal and image processing applications including compression, restoration, coding, and feature extraction. A new transform, known as the wavelet transform (WT), has proven to be more effective in many DSP applications and has been used widely in recent years. The most commonly used wavelets are the Daubechies (db) and the Haar wavelets. The proposed system employs the Daubechies db 1 wavelet which is considered the first and simplest wavelet.

In wavelet nomenclature, approximations and details are often used where details are the high-frequency, low-scale components, and approximations are the low-frequency, highscale components of the signal. The discrete Wavelet transform (DWT) is a subset of the wavelet packet
decomposition (WPD) transform.
Because of its outstanding energy concentration capability, the DWT has found many practical applications in signal and image compression. The powerful energy compactness property of the WPD is evident in the limited number of highmagnitude coefficients found in the transformed signal. The strong energy compactness of the WPD makes it very useful in pattern recognition applications [25, 27]. In the proposed system, we exploit the signal compression characteristic of the WPD to form a valid feature vector ( f ) representing the input iris vector. Since the most important part of a signal is often contained in the lower-frequency components of the signal spectrum (approximation coefficients), we propose a scanning technique that keeps the values and locations of the highmagnitude approximation coefficients while discarding the rest of the approximation coefficients. The details coefficients are not considered here since they represent a small fraction of the signal energy. As illustrated by Figure 3, the proposed masking technique keeps only the higher-magnitude coefficients (positive and negative) and also preserves their locations. Note that Figure 3 uses a threshold level of 15.1; thus, the scanning operation keeps only the coefficients whose absolute values are greater than 15.1.


Figure 3: Illustration of the proposed masking operation using a threshold level of 15.1: (a) Input approximation coefficients and (b) output feature vector

The output of the masking operation performed on the approximation vector d produces the feature vector $\mathbf{f}$. In the last stage of the proposed system, f is presented to an ANN for classification. ANNs are trainable algorithms that can "learn" to solve complex problems from training data that consists of pairs of inputs and targets (desired outputs). ANNs have been successfully used in many applications including prediction, classification, image processing, regression, and adaptive control [21, 23, 29-30].

The basic building block of the ANN is the neuron, depicted in Figure 4. The output of the neuron is a linear combination of its inputs. The neuron's scaled output $y$ is given by $y=f(a)$, where f is a transfer function. A typical ANN consists of interconnected neurons. The weights of the neurons are calculated iteratively so as to optimize a certain criterion such
as the Mean-Squared-Error (MSE) between the ANN output and its desired output. Optimum weights in the sense of Least Squared Errors were derived by Widrow and Hoff and the algorithm is known as the Widrow-Hoff rule or as the Least Mean Squares (LMS) algorithm.


Figure 4: The structure of a single neuron: xi, wi, b, and a are the inputs, weights, bias, and output, respectively

All the ANNs examined in this study are trained with the same sets of inputs and outputs that are used to train the VQ system, and have the following specifications:

1. The networks receive as input the feature vector representing the input iris sample.
2. The network structure is a two-layer feed-forward neural network. The output layer has seven neurons in order to represent seven classes. For example,
3. $\mathrm{y}=\left[\begin{array}{lllllll}0 & 0 & 1 & 0 & 0 & 0 & 0\end{array}\right]^{\mathrm{T}}$, where T denotes the transpose operation, represents the third class.
4. The learning algorithm used here is the back propagation algorithm.
5. The log sigmoid function, which can approximate binary values, is used as the transfer function of the output layer.

To prove the merits of the proposed system, its performance is compared to that of a VQ system that uses the Euclidean distance. For decades, VQ has been used as a popular technique in applications involving signal and image compression. In recent years, VQ has been effectively used as a classifier in pattern recognition applications [24, 26].

An M-level vector quantizer is a mapping of each input vector to a specific partition defined by an index and an associated vector called a code word or a reproduction vector (class). The collection of M code words is referred to as the code book. The VQ technique uses a minimum-distance rule to classify(encode) a test or input vector (whose class is unknown). Several distortion measures have been proposed in the literature including the Euclidean distance, the Manhattan distance, the Holder norm, the Hausdorff distance, the

Hamming Distance, the Mahalanobis distance, the Chebyshev distance, and the Minkowski distance [31].

## 4 Discussion and Experimental Results

The experiments were performed with several data sets using MATLAB. In the first stage of the proposed system, the iris ring is isolated from the input eye image. Segmentation is achieved here using the Integro-differential operator. Figure 5 shows a noisy iris detected by the proposed system. The figure shows circles overlaying the iris inner and outer borders.


Figure 5: Segmentation of a noisy iris image
In the proposed system, after the iris is detected, it is normalized. Normalization is achieved here in two stages. In the first stage, the image representing the iris region is converted to a vector. For example, let the segmented iris region be defined by the matrix

$$
s=\left[\begin{array}{lll}
a_{11} & a_{12} & a_{13} \\
a_{21} & a_{22} & a_{23}
\end{array}\right]
$$

The corresponding iris vector n is then found by first converting the matrix s to a vector as follows

$$
\mathrm{n}=[\mathrm{a} 11 \mathrm{a} 12 \text { a13 a21 a22 a23]. }
$$

Iris vectors have variable lengths depending on the input eye image. In the second stage of the normalization process, all iris vectors are forced to have the same length. This is achieved by truncating all iris vectors so that their lengths are equal to the length of the smallest iris vector belonging to the dataset under study. The truncation process ensures that the iris vectors can be suitably presented to an ANN after being transformed by the WPD, the next stage in the proposed system. All input vectors to an ANN must have the same dimension. Figure 6 depicts the lengths of the iris vectors in our dataset. It shows that the maximum and minimum lengths of the iris vectors are 34609and 29510 (coefficients), respectively. Thus, to normalize the dataset, all iris vectors are truncated to have 29510 coefficients.

The normalized vectors are then transformed using a WPD that employs the dB1 wavelet. The transformation yields
approximation and detail vectors. In the proposed system, we retain the approximation coefficients and discard the detail coefficients since they carry a small portion of the signal energy. Figure 7 shows the average of the approximation vectors corresponding to iris vectors of four classes. Each class had 20 samples.

It can be seen from Figure 7 that approximation vectors of different classes have different peak values and different peak locations. We exploit this characteristic of the WPD transform to obtain distinctive features. Specifically, the proposed scanning technique is applied to the approximation coefficients to obtain the feature vectors. In the last stage of the proposed system, f is applied to an ANN for classification.
In the experiments, we test the performance of the proposed ANN system and the VQ system versus decomposition and threshold levels. Moreover, the proposed system is tested as a function of the number of neurons used. The VQ system used


Figure 6: Lengths of the iris vectors for 7 classes with 20 irises per class


Figure 7: Average of approximation coefficients at level 6, for four iris classes ( 20 samples per class), using the dB1 wavelet
in the experiments employs the Euclidean distance.
In the first experiment (Figure 8), we test the error rate of the proposed ANN system versus wavelet decomposition level and number of neurons used in the first layer. The system employs the dB1 wavelet and the output (second) layer has 7 neurons corresponding to the number of classes. Figure 8 shows that the proposed system exhibits a minimum error rate of $5 \%$ when the decomposition level is 8 and the number of neurons is 11 .

In the second experiment (Figure 9), we examine the error rates of the proposed ANN and VQ systems versus wavelet decomposition level, using the dB 1wavelet. Here, the approximation vectors are presented to both systems without thresholding and the NN system used 10 neurons in the first layer. Figure 9 shows that the ANN system outperforms the VQ system and produces a low error rate of $5 \%$ (when the decomposition level is 8) while the lowest error rate for the VQ system is $43.57 \%$ (obtained when the decomposition level is 10). The highest error rate for both systems occurs when the decomposition level is at its maximum value of 14 .


Figure 8: Error rate of the ANN system vs. decomposition level and number of neuron


Figure 9: Error rate for the ANN and VQ systems versus decomposition level

In the last experiment (Figure 10), we test the performance of the VQ system as a function of both threshold level and decomposition level. Figure 10 shows that that the VQ system
has a minimum error rate of $32.14 \%$ when the wavelet decomposition level is three and the threshold level is 78 .


Figure 10 Error rate of the VQ system versus decomposition level and threshold level

## 5 Implementation of the Proposed Method

The iris recognition scheme proposed here (Figure 2) requires as input an iris image. The image can come from a database for off-line processing. For online or real-time processing, a scanner, such as the one shown in Figure 11, must be used to obtain the iris image from the target object (person).
The remaining key steps used in the proposed system in order to go from an image of a person's eye to positively identifying that person are: segmentation, template generation and template matching.
The segmentation, Wavelet transformation and classification algorithms use digital signal and image processors such as the one shown in Figure 12.


Figure 11: Iris recognition camera [9]


Figure 12: DSP processor [10]
A DSP processor is a specialized microprocessor (or a SIP block), with its architecture optimized for the operational needs of digital signal processing. The goal of DSPs is usually to measure, filter, and/or compress continuous real-world analog signals.

Here, the computation speed of the system is clearly dependent on the speed of the scanner and DSP processor and the accompanying hardware.

The proposed algorithm can take substantial processing time in software on the order of a few hundred million operations.

## 6 Conclusion

Presented in this paper is a new approach to iris classification. In the proposed system, the iris is first extracted from the input eye image using the integro-differential operator. The isolated iris disc is converted to a 1-D vector and then normalized so that all the irises in the dataset have the same length. The 1-D WPD is used to transform the normalized iris vector in order to reduce its dimension and simplify the subsequent feature extraction stage. Relying on the fact that the low-frequency components of a signal carry most of the information about the signal, certain approximation coefficients are scanned as features using a novel thresholding technique that keeps the values and locations of the high-magnitude approximation coefficients. The selected features are then applied to an ANN for classification.

The proposed system has various configurations and parameters. In this study, we investigated the optimum ANN structure, the optimum WPD parameters, and the optimum threshold level for iris recognition. To show the robustness and the validity of the proposed system, its performance is compared to that of VQ, a minimum-distance classifier that employs the Euclidean distance. Both the proposed system and the VQ system receive the same feature vectors as input. Simulation results prove that the proposed ANN system produces a low error rate of $5 \%$ and always outperforms VQ system.
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#### Abstract

It is expensive and time consuming for emergency personnel to perform multiple evacuation drills in real time for a building. One cannot gain knowledge to improve the design and layout of future buildings without running multiple drills. We have implemented a goal finding evacuation simulation application to help run multiple evacuation drills and hypothetical scenarios. This paper investigates agents’ behavior during emergency evacuation scenarios in a goal finding application. We have modeled learning and adaptive behavior which includes individual and collective behaviors. The adaptive behavior focuses on the individual agents changing their behavior in the environment. The collective behavior of the agent focuses on the crowd-modeling and emergency behavior in the goal-finding application. We have developed new intelligent agent based characteristics such as autonomy, social ability, cooperativeness, and learning ability which define their final behavior when trying to reach a goal. The contributions of this paper lie in our approach of combining Genetic Algorithm (GA) and Neural Network (NN) to show learning and adaptive behavior of agents in a goal finding application. The proposed application will aid in running multiple evacuation drills for what-if scenarios by incorporating agent characteristics. We can say with standard error of fixed value $0.1,95 \%$ confidence level and standard deviation 1.0 that the average time for occupants to evacuate performed slightly better at the lower range of number of occupants $(10-50)$ compared to the other pathfinder simulator.
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## 1 INTRODUCTION

A model or simulation provides us the ability to perform various tasks seen in the real world. For example, without

[^3]models, it is very expensive and time consuming to simulate an emergency evacuation in an airplane or a building. The objective of this paper is to propose a model for simulating agent behavior in a goal-finding application using an algorithm based on genetic and neural networks that includes agent behavior characteristics. In order to simulate airplane evacuation, there is a need for access to a real size plane, recruiting sample passengers, pilots, flight attendants, and crew members. Sharma [13-14, 18-20] explained the renewed use of Agent-Based Modeling and Simulation (ABMS). Intelligent agents can be used by students interested in other applications like teaching kids how to safely cross busy intersections, providing online instructions in a university and giving military and medical personnel valuable experience they may face in performing their professions. Sharma further explained that using an accurate simulation model is very important, especially in emergency evacuation scenarios [18]. The accuracy is even more important in a simulation where results can change as various parameters are changed. For example, psychological parameters of anger, stress, and panic would have to be accurately observed in an emergency evacuation in the real world. Favorite goals and sub-goals [15] have been used by Sharma for simulating agent behavior in a disaster evacuation multi-agent system.

This paper examines how to simulate evacuation of a building structure while observing the perception and cognition of the intelligent agents in a goal-finding application. In the beginning of an architectural project, for example, the designer of a building usually has to plan and strategize how to make the space usable and efficient for the people using the facility. The decisions made by the designer will affect the future behavior of the people that will move through the building or airplane structure to be constructed. The designer would benefit from having an application that would help to connect the way people behave and the factors considered in construction of a building structure. How do we test whether this application precisely simulates the navigation of people when developing a structure? Consequently, an investigational device that can be used to model people's progress through a path and the way they behave in various scenarios they face, is projected and to be developed. This device will provide wise methods for retooling the pattern and the layout of building meeting places and will direct designers on achieving a higher probability of
efficient and maximized use of these structures. A prototype application was developed (refer to Figure 1) that uses an existing building layout to demonstrate the multilayer perceptron simulation. In addition, more prototype applications showing the simulation functionalities of the planned evacuation representation to display the way people behave and their thought process for a building evacuation is also shown.


Figure 1: Agents evacuating in a multi-agent system
The focus of this paper is to study human behavior and human reactions in an emergency situation like evacuation. We have shown learning behavior and adaptive behavior using a genetic algorithm and neural network in a multi-agent system. The rest of the paper is structured as follows: Section 2 briefly describes the work done previously. Section 3 describes the multi-agent system. Section 4 illustrates the proposed navigational algorithm and describes the navigation and simulation results. Section 5 lists conclusion and future work.

## 2 Related Work

The ability to model agent behavior in the decision making ability of agents when they are evacuating is very important, especially when creating an environment that represents the real world. Three ways that were used to represent the real world by other researchers like Chooramun include coarse networks (Pedroute), fine network (buildingExodus), and continuous (Simulex) [16]. Each of these methods of representing the real world proposed by Chooramun has their advantages and disadvantages that led to their combination in the hybrid spatial discretisation (HSD) method [16]. The coarse networks increase the pace of the agents in the vague or less detailed areas that are needed in the modelled environment. Fine networks pickups up the load for rendering areas in the environment where there are a lot of interactions between agents. Lastly, the continuous is used where more detail is needed to be captured in the agent to agent interactions in the environment. Once a method such as HSD has been selected for modelling the physical environment, the next step
would be to select the way the results of the evacuation would be analyzed by the researcher. The three ways of analysing evacuation put forth by Gwynne are through simulations, optimization and risk assessment [4]. Simulations, on one hand, focus on modelling the point to point movements of the agents and their behaviors as they search for exits in the evacuation. Unlike simulations, Gwynne explained that optimization is built on the premise that agents would move as a group to evacuate together in one direction without attempting to notice other obstacles and parts of the environment [4]. Risk assessments take a different approach with agents affected by environmental factors like fires, smoke and reduced visibility, resulting in the risk of not finding the exit. The behavior of the agents in each of the analyses proposed by Gwynne may be affected by artificial intelligence, rules, implicit matches, and functionality [4].

Artificial intelligence tries to replicate human intelligence in the evacuation [7]. Rules use "if-then" conditions of the environment faced by the agent to control their reactions. Implicit matches’ identifiers are assigned to agents to control how fast or slow their movement is while evacuating [7]. Lastly, functional uses physics equations, for example, to control the movement of the agents. The movement of agents can be taken into account when designing buildings. The safety of a building design can be measured against the number of fires in similar designs against the number of people that were hurt in such an incident [7]. The data when plotted on a graph is referred to as the F-N plot. The F-N plot usually captures the three kinds of evacuation crowd behaviors, which are individual, individual to individual and groups [7]. Individual behavior is based on following past knowledge of where exits are located when evacuating. It also involves other individuals following the instructions of a leader who they perceive has knowledge of exits during evacuation [7]. The probability of individual to individual interaction through pushing or a stampede increases with panic. The negative effect of panic also increases as the size of the group that is trying to evacuate grows in a building [7]. The perception of panic starts the behavior process of individuals when deciding what situations should cause them to evacuate and what steps to take to evacuate and then to actually evacuate [7]. The time it takes to begin the evacuation is important to track and involves predetermined movement time, taking a walk calculating speed, passenger attributes, taking steps and choosing the exit [24]. Exit choice decisions are usually based on the particular locations that individuals have knowledge of before the emergency [22]. Sometimes the exit chosen by the individual trying to evacuate may not be the closest but another better one may be picked if the individual can see beyond the exit [22]. Also, verbal evacuation directions are better than alarm rings when trying to get people to start moving towards an exit. Other psychological factors that affect an individual's ability to find an exit after receiving verbal warning are worrying, overburdened with too much task, task difficulty, significant task, tiredness and worldly factors [1]. These factors that affect the speed of individuals as they move from
one area to another towards an exit can be combined into a space compressed object (SCO) [8]. The SCO would involve utilizing powerful computers to track the various factors in the simulation [21].

Multi-Layer Perceptrons (MLP) contain hidden layers that increase the area of theories that the network can symbolize, which means the number of problems it can solve is very large [17]. MLPs use genetic algorithms to generate the weights for the input which are fed into the neural network to generate the output. This allows it to continually adjust the MLP to reduce the error as its searches for the solution to the problem it is trying to solve. Individual hidden neurons signify a perceptron that points to a lenient threshold function within the input space. The output neuron derives its value from leniently adding together the various threshold functions from the input space. When we adjust the weights in MLPs, we change the function in the network and learning, such as classification or regression, is achieved. Its structure and training is well developed and has a good generalization capability.

### 2.1 MLP

The advantages of MLP are that it is a fast and accurate model of an original problem (continuous and integrable functions) it learned after training [11]. It also distributes the work of learning with the combination of many neurons responding to many external inputs which either turns it off, on, or in transition state. The disadvantages of MLP are that sufficient training data is required, which could be large for high dimensional problems, and that it also has too many or too little hidden neurons, which may lead to overlearning or under learning, respectively.

### 2.2 Radial Basis Function (RBF)

The advantages of RBF are that RBF provides better initial values for hidden neuron centers using unsupervised training sample distribution compared to random weight [11], and it also learns at faster rates and shows reduced sensitivity to the order of presentation of data. It makes them good for problems with a small number of inputs. It works better when training data is large and sufficient. The disadvantages of RBF are that when the amount of training data becomes minimized, it degrades faster compared to MLP and it also does not have a better generalization capability compared to MLP.

### 2.3 Wavelet

The advantages of wavelet are that the wavelet reduction algorithm can selectively choose wavelets that best fit the training data [11] and it also has a network of weight parameters that can be refined using supervised training combined with wavelets functions that match data output. The disadvantages of wavelet are that the unnecessary large number of initial wavelets can be created in a lattice approach, which leads to redundancy. Also, performance degradation may occur
because of large numbers of hidden neurons affecting training.

### 2.4 Arbitrary Structures

The advantages of arbitrary structures are that they have a flexible structure not layered, so all neurons can be connected to all other neurons [11] and it also has external output and input that can be applied to and from any predefined set of neurons. The disadvantages are that the complexity increases between the links among the various neurons and they have to manage optimization of added/deleted neurons and connections between training.

### 2.5 Self-Organizing Maps (SOM)

The advantages of SOM are that they facilitate automatic decomposition through processing and learning of training data [25] and it is also useful in the case where the problem is complicated and the precise shape of subspace boundaries are not easy to determine. The disadvantages of SOM are that sufficient training data is required similar to a clustering algorithm and it can also be dependent on MLP to provide input.

### 2.6 Recurrent

The advantage of recurrent is that it allows time-domain behaviors of a dynamic system to be modeled [25]. The disadvantage of recurrent is that it depends on the history of system states and inputs, and thereby a mechanism must be available to capture and save the history.

Multiple games have utilized the neural approach [5] for learning behavior in agents. Sharma et al. [6, 16] compared their tool with an existing commercial evacuation tool for accuracy, building traffic characteristics, and cumulative number of people exiting during evacuation. There are a number of evacuation softwares that have been constructed such as buildingEXODUS [3], simulex [23], AvatarSim [13], and EvacSim [9]. Our proposed application is similar to them and is capable of simulating people looking for exits. The buildingEXODUS software focuses on the interfacing of people, how people are organized, and the way people are located in their world.

## 3 Characteristic of Multi-Agent System

In a multi-agent system, the agents follow the common definition of agents, such as:

- Ability to communicate with other agents,
- hold its own resources: state and behavior,
- hold representation of the environment,
- act on the environment,
- can reproduce itself and
- local representation of the environment.

Our proposed multi agent system models human behavior. The agent characteristics include attributes, emotions, memory, rules of behavior and learning, and decision making capabilities. Our proposed multi agent system also uses MLP (refer Figure 2) and consists of variables which provide a way to keep existing the state as it moves, thereby relying on the stimulus it receives from the world. The data of the agent is saved as shown below:
A. Location of agent ( $x$ and $y$ coordinates),
B. Direction of agent,
C. Distance of agent (from current location to closest exit),
D. Speed of agent,
E. Mass of agent,
F. Force exerted by agent,
G. Max Force agent can attain,
H. Agent Number unique identifier of agent,
I. Net is private neural network of agent,
J. MyWorld is the private copy of the static environment in which the simulation is done,
K. Exit reached array,
L. Invisible flag used to display agent in environment, and
M. Agent Type is hostile or non-hostile.

### 3.1. Simulation

The simulation follows a certain sequence which is outlined in the steps below:
i. Simulation is timed and tracked to see which people are closest to the exit using the brain (the NN) in an iteration which takes 10-12 seconds. People closest to the exit have the highest fitness value, while people furthest away from the exit have the lowest fitness value.
ii. The GA's roulette wheel selection is used to select the best people (highest fitness) to be parent to children


Figure 2: Multi perceptron network
(lower fitness) to help them to get closer to the exit. This is done by summing all the fitness values ( S ) of all people and using a random value (r) between 0 and $S$ to select the first parent fitness value whose sum "s" is greater than "r". This is done twice to select two parents. Other researchers have used Rank, Steady State and Elitism to speed up or increase performance of roulette wheel selection.
iii. Parents' weights are then mutated by making random changes to random weight locations.
iv. Children are then initialized with the weights of the parents.
v. Once all people have exited the building, the simulation ends. The simulation contains static obstacles (tables in computer lab) and dynamic obstacles (other people).

### 3.2 Agent Visualization

A black box in the environment represents the exit with the time tracking of how long it takes in the simulation to reach the exit. Each agent has different colors based on the level of panic.

The color of the agent is red which means extreme panic behavior and reduces the speed of the agent getting to the exit. White means low level of panic. The training data is generated using an initial set of 20 to 100 scenarios read from an input file; each one is a set of inputs with the output we would like to see. We split the scenarios into two groups: a training set (used to do the learning) and a testing set (used to check on how learning is going). Ten training and ten testing examples would be an absolute minimum for this problem. Usually, while you disperse a data set into a training set and testing set, the majority of the data is utilized for training, and a minority
percentage of the data is used for testing. An analysis must be done in random to make sure the testing and training sets are alike. By using comparable data for training and testing, you can reduce the chance of data inconsistencies and better comprehend the features of the model. If the network continually gets the test set wrong after training, it may mean that we need to add more training data.

### 3.3. Navigation

The navigation shown in Figure 3 starts with the agent finding the closest exit to their current location. This involves calculating the minimum distance to that exit. The next step is to set the MLP input of distance and direction of the agent which is then fed into the NN which outputs the direction and speed. The agent is then updated to the new direction, behavior and speed while also performing both static and dynamic obstacle avoidances. The agent then moves to the next position which involves updating its location. The simulation then checks if exit is reached; if yes, remove the agent from the environment and check if the agent is the last to exit the environment. If no, start again from the beginning of the navigation for other agents still in the world, else end the simulation.

## 4 Simulation and Results

For preliminary validation of our system, we did a set of small, proof-of-concept style experiments modeling an actual room used as a computer lab in our department building. This proof-of concept would allow us to study the complex interaction of agents in great detail in a single room and would be extended in the future to multiple room/building models.


Figure 3: Agent navigation to exit

Our proposed application for emergency evacuation is written in Microsoft c-sharp (C\#). Learning and adaptive behavior of agents is achieved by using GA \& NN to perform automated testing in evacuation simulation.
The functionality would consist in the user designing a room, and then having the program run automatically a set of tests, varying the placement and number of agents, obstacles and exits. After a defined set of tests have taken place, the program would use the collected statistics to automatically determine optimal placement for fire exits, doors, etc. Our proposed C\# application is shown in Figure 4 as generation and current best. The length of a generation is the time limit of 90 seconds after which the count of agents that have successfully evacuated are recorded in the current best. Walls and other obstacles in the application are shown as rectangles. Doors are represented as gaps in the wall. The parameters for drawing the walls are passed to the simulation through an input text file specified by the user of the application.


Figure 4: Intelligent agent graphical user Interface

### 4.1 MLP Algorithm GA \& NN

An AI-controlled character makes use of 19 input values: the distance to the nearest 5 hostile agents, distance to the nearest 4 non hostile agents with their distance to nearest exit and direction values, and the distance to nearest exit and direction of the agent [5]. We assume five different output behaviors agents can exhibit on their way to an exit: flee, seek, arrive, and wander and cohesion, as shown in Figure 2.
We have used a network with three layers: input layer and output layer, plus an intermediate (hidden) layer. The input layer has the same number of nodes: 19. The output layer has the same number of nodes as there are possible outputs: 5. Hidden layers will have at least as many nodes as the input layer: 24. Figures 5 and 6 show the simulation screens during agent evacuation.

Steps: to begin, all the weights in the network (refer Figure 2 ) are set to small random values and a set of iterations of the learning algorithm is done involving selecting an example


Figure 5: Initial Start of Simulation Screen


Figure 6: Second iteration of simulation screen
scenario from the training set. We then take the inputs fed forward to guess the output and change the network (back propagation) by comparing the expected output and the guess. Every 10 - 15 seconds the GA roulette wheel selection process is used to select the two parents that will be used to change the weight of the children. After iterations are done, we can check to see if learning is done by running on the test group of examples. If the guess output aligns with our expectations, NN has learned properly, else we can run more training on the network.

Figures 5 and 6 depict a lecture hall where there are 50 agents. Each agent's behavioral characteristics as well as group characteristics are defined through the input file. Agents in the C\# application are drawn as circles in the simulation. The application has one simulation mode where agents steer themselves, so they do not pass through other agents.

### 4.2 Evaluation

The smart agent simulator for disaster evacuation is written in Microsoft c-sharp. It functions comparable to Pathfinder

2014 established by Thunderhead Engineering for agent centered egress modeling. The smart and Pathfinder simulators both have a graphical user interface for modelling and planning. Smart simulator is capable of 2D conception for outcome exploration while Pathfinder has 2D and 3D (Figures 6 and 7). Pathfinder was chosen as the application for comparison with the smart agent simulator because of the ease of use in creating a simulation environment and ability to assess evacuation mockups more rapidly and yield more accurate illustrations. Output of the intelligent application is shown to the right in Figure 4 above as cohort and current best. The measurement of a cohort is 90 seconds, after which the agents are calculated that have effectively evacuated and are documented in the existing best. The environment that the agent will transverse in the smart simulator is a 2 D rectangle (Figure 6) demonstrating the proportions of the room. Measurements of the room are denoted on the monitor with a rectangle width 1015 and height 695 pixels. The aggregate quantity of people modeled in the test simulation is about 45.


Figure 7: Pathfinder graphical user interface
Walls and other obstacles in the smart simulator are shown as rectangles that cannot be walked through by the agents. Doors are characterized as openings in the fence. The considerations for representation of the walls are passed to the smart simulation through an input text file indicated by the manipulator of the simulator. Pathfinder characterizes the movement environment with a neighboring lattice resembling the building. Openings in the surrounding mesh show the demonstrations on the walls and areas that cannot be passed by the occupants. Doors are characterized by unique boundaries in the direction-finding mesh. Stairways and elevators can also be represented in the pathfinder simulator. The flexibility in the movement simulation is combined to provide a dominant simulation device with malleable switch over inhabitants and performance to bring improved consequences. Pathfinder can import AutoCAD format DXF and DWG files to swiftly use the introduced geometry to describe the inhabitant walking cosmos for the evacuation model. PyroSim or Fire Dynamics Simulator (FDS) models can also be used to abstract the walking universe. If you have a blueprint, it can be introduced in GIF, JPG, or PNG format and then used as a contextual to help you speedily draw your model directly over the image.

Triangulation also assists constant drive of folks throughout the typical environment, likened to other simulators that split the cosmos into cells that can exaggeratedly constrain the movement of occupants. Pathfinder cares for two replication approaches. In Piloting mode, agents proceed independently to their objective, while dodging other tenants and difficulties. Door flow rates are not specified but result from the interaction of occupants with each other and with boundaries. In Society of Fire Protection Engineers (SFPE) mode, agents use behaviors that follow SFPE guidelines, with density-dependent walking speeds and flow limits to doors. SFPE results provide a useful standard for evaluation with other outcomes, but SFPE calculations do not prevent many individuals subjugating the similar space. Optionally, Pathfinder approves to decide door drive amounts in steering method to gain greater conception in a controlled ideal. You can effortlessly control among methods in the Pathfinder user interface. By default, each inhabitant (agent) produces a mixture of constraints to handpick their present pathway to an exit. The constraints include: file intervals for each entry of the present area, the period to travel to each gate of the current room, the projected interval from each gate to the exit, and the space already covered in the area. The agent replies vigorously to altering logjams, gate lead-ins/ends, and variations in area promptness restrictions. The user can modify the default parameter weights to change the behavior. For example, occupants can neglect queues and only look for the closest exit.

### 4.3 Result

Validation was done by comparing the evacuation time when the simulation was completed on the intelligent agent application and pathfinder application. Agents in the intelligent application are drawn as circles in the simulation while occupants in pathfinder are shown as upright cylinders on the movement mesh. The position and speed of both agents and occupants in intelligent and pathfinder are both specified in the simulation applications. Intelligent application has one simulation mode where agents steer themselves so they do not pass through other agents. This provides a more realistic movement seen in humans of collision detection and avoidance but it can lead to extreme queueing at the exits. Pathfinder has steer mode and also the SFPE mode where occupants are allowed to go through other occupants which provides an artificial movement but minimizes queueing at the exit.

Figure 8, average total shows the time taken by running the pathfinder application depicted as the blue bars and evacuation intelligent agent application depicted as the red bars. This simulation was done by increasing the numbers of occupants by ten starting from ten and going all the way up to seventy occupants in the simulation. The seventy number of occupants was chosen to match the maximum number of occupants that can fit in the computer lab in our department building. The Yaxis shows evacuation time and X -axis shows the number of occupants available during the simulation. The simulation was performed 50 times each using the pathfinder application and


Figure 8: Average total run time error bar
evacuation intelligent agent application. As above in Figures 6 and 7, the occupants were placed randomly in the environment and all of them had the same speed of 1.19 pixels per sec. We took each run at the interval of ten, twenty, thirty, forty, fifty, sixty and seventy occupants. At each interval, we took average time of evacuation. The error bar on the bar graphs shows the variance in average time with standard error of fixed value 0.1 , $95 \%$ confidence level and standard deviation 1.0. We can say that the more the number of occupants increased in the simulation, the more divergent the errors bars between the pathfinder application and the intelligent agent evacuation application. Our proposed C\# evacuation application and the
pathfinder application both had similar functionality and performance that allowed them to be effective tools for data visualization in emergency evacuation. Figure 9 shows the error bar in the line graph of the comparison seen when running the intelligent agent application (red line) and the pathfinder application (blue line). The same interval of occupants starting at ten and going all the way up to seventy is shown in the line graph. The blue line representing the pathfinder application is shown with its error bar not intersecting with the error bar of the red line evacuation application at ten occupants. As the number of occupants increases in the simulation, it is shown that the error bars get


Figure 9: Average evacuation time with error line
closer until they intersect, showing that at seventy occupants the difference between both simulations are not statistically significant. It can be seen that at a lower number of occupants the evacuation application performs slightly better than the pathfinder application.

The average evacuation time was 10 seconds for evacuation application and 16.5 seconds for pathfinder application at ten occupants. Similarly, 13 seconds for evacuation application and 18.5 seconds for pathfinder application are recorded for twenty occupants. The average evacuation time was 16 seconds for evacuation application and 20.8 seconds for pathfinder application with thirty occupants. The rest of the evacuation time for forty, fifty, sixty and seventy occupants in evacuation application was 21, 27, 34 and 38 seconds, respectively. Similarly, for pathfinder application 27.5, 33.3, 36 and 42 seconds was recorded, respectively. Overall, the curve of pathfinder is going uphill the highest, which displays data that when the pathfinder algorithm is used, there is a slight increase in the evacuation time. According to the model, wait time of participants increases when more participants are trying to evacuate at the same time. This delay is seen in real life with participants becoming unpredictable when it comes to making decisions in emergencies. As a result, their behavior becomes erratic. At each interval, we took average time of evacuation. The error bar on bar graphs shows the difference in average time with $95 \%$ confidence level.

## 5 Conclusion

Our proposed C\# application can be used to model situations that are difficult to test in real-life due to safety considerations. It is able to include agent characteristics and behaviors. The findings of this modeling are very encouraging as the agents are able to assume various roles to combine GA and NN on the way to reaching their goals. We hope our proposed tool will help in visualizing evacuation time and what-if scenarios for environments that are difficult to model in real life. It will also act as a training and educational tool for depicting different evacuation strategies and damage control decisions during evacuation. The proposed application will aid in running multiple evacuation drills for what-if scenarios by incorporating agent characteristics that can scale from a room, to a building, to a whole section of buildings in an area. The future work will involve the implementation of altruistic behavior and selfish behavior.

Future work will comprise of the usage of 3D applications such as Microsoft XNA using triangles or pixels finding their way to a goal in a 3D space. Examination of a 3D environment will make the prototype more in line with the real world and increase the ability to forecast link of vision to stop agents from running into each other in the environment. Feasibly estimating the route using likelihoods for mimicking agent centered actions and the situation where agents jump find their way in the environment by using 3D XNA and its physics libraries.

The use of 3D graphics and physics in a simulation involves
communication between Microsoft XNA tools and game engines and the C-Sharp .net executable. This communication can be performed by making calls to the Application Program Interface (API). The API is a group of procedures, conventions, and apparatuses for construction of software applications. The API stipulates by what method software modules ought to work together, and APIs are used when developing software for graphical user interface (GUI) modules. The contents that can be manipulated by the API calls to XNA include block images as obstacles, door images as exits and person images as agents in the simulation. Each of these objects can be rendered as a 3D texture and placed in a vector position in the environment. A sprite batch can be used to draw and visualize the texture, using the game engine graphics device. Obstacle avoidance can be done in the visual interface by calculating the vector to steer the agent away from the obstacle using certain thresholds, differentials and normalizing adjustment values. It is also possible to use keyboard state to manually control the up, down, left and right movement of an agent in the simulation. This can be a way for future work by a researcher interested in extending the simulator.

Actual records deliver valuable understanding and numerical data that will provide us the prospect to figure out numerous fascinating methodical matters regarding the construction and application of people performance simulations. Numerous diverse expertise have been investigated to spontaneously find persons and items for the Computer Science building at Bowie State University, Maryland. Video camera recording is one of the tools investigated, and it was discovered that it is effective in locating specific persons as they pass edges, such as the doors and exits to places or houses. Gathering actual records will be of enormous assistance to somebody who is fresh to the space and is forecasting to do additional examination.

Future work shall comprise expansion of additional activation functions. This may produce more analysis outcomes and application of genetic algorithm and neural networks actions. The additional examination with a genetic algorithm can also provide favorable consequences. Future work will be concentrated on creating the application's actions to be dynamic in the model of social agents. Autonomous agents and modification in the procedures and association utilities for the dynamic behavior might influence stimulating outcomes.
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