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Editor’s Note: March 2018 
 
It is my distinct honor, pleasure and privilege to serve as the Editor-in-Chief of the International Journal 
of Computers and Their Applications (IJCA).  I have a special passion for the International Society for 
Computers and their Applications.  
 
I would like to begin this volume by giving a review of this past year.  In 2017 we had 33 articles 
submitted to the International Journal of Computers and Their Applications.  We currently have 4 that are 
still under review.  As a reminder, the journal will not be accepting articles that are less than 6 pages.  The 
authors of these papers will be encouraged to submit their papers to ISCA conferences.  
 
We are still working towards getting IJCA online.  Hopefully we can end up with a nice repository soon. 
 
I look forward to working with everyone in the coming years to maintain and further improve the quality 
of the journal.  I would like to invite you to submit your quality work to the journal for consideration of 
publication.  I also welcome proposals for special issues of the journal.  If you have any suggestions to 
improve the journal, please feel free to contact me. 
 

Frederick C. Harris, Jr. 
Computer Science and Engineering 
University of Nevada, Reno 
Reno, NV 89557, USA 
Phone: 775-784-6571 
Email: Fred.Harris@cse.unr.edu 

 
This year we have 4 issues planned (March, June, September, and December).  We begin with a special 
issue from the best papers at the ISCA Fall 2017 SEDE Conference, followed by a special issue from 
CAINE 2017.  We have a proposal for the best papers from the ISCA Spring Conference cluster 
(CATA/BICOB) which will appear in the December issue.  The other issue is being filled with submitted 
papers.   
 
I would also like to announce that I begun a search for a few Associate Editors to add to our team.  There 
are a few areas that we would like to strengthen our board with, such as Image Processing.  If you would 
like to be considered, please contact me via email with a cover letter and a copy of your CV. 
 

Frederick C Harris, Jr. 
Editor-in-Chief 
Email: Fred.Harris@cse.unr.edu 

mailto:Fred.Harris@cse.unr.edu
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Guest Editorial: 
Special Issue from ISCA Fall--2017 SEDE Conference 

 
 
This Special Issue of IJCA is a collection of five refereed papers selected from the SEDE 2017: 27th International 
Conference on Software Engineering on Data Engineering, held during October 2--4, 2017, in San Diego, CA, USA.  
 
Each paper submitted to the conference was reviewed by at least two members of the International Program 
Committee, as well as by additional reviewers, judging the originality, technical contribution, significance and quality 
of presentation. After the conferences, five best papers were recommended by the Program Committee members to be 
considered for publication in this Special Issue of IJCA. The authors were invited to submit a revised version of their 
papers. After extensive revisions and a second round of review, the five papers were accepted for publication in this 
issue of the journal. 
 
The papers in this special issue cover a broad range of research interests in the community of computers and their 
applications. The topics and main contributions of the papers are briefly summarized below.  
 
PETER J. GRAZAITIS of the U.S. Army Research Laboratory, Aberdeen Proving Ground, MD   and MARK R. 
CAMMARERE of Technology Service Corporation Trumbull, CT, USA presented in their paper “Visualization of 
Dynamic Fluid Characteristics for Hose and Pipeline Systems in Army Operational Environments” the challenges that 
the Army must deal with when building out the supply chain from theater entry point to the forward operating bases 
and resupply points. In addition to security and concealment factors, Army warfighters must factor in equipment 
availability, terrain elevation changes that impact the hydraulic pressures in the line, and limited lift resources to haul 
the equipment to the field. All of these factors drive the selection of the route that will be used to meet the desired 
flow rates and demands of deployed forces. 
 
ESTEBAN SEGARRA and BRADFORD TOWLE JR. of Florida Polytechnic University, in Lakeland Florida, USA, 
proposed and evaluated in their paper “Application of an Augmented Reality Device as a Rangefinder and Odometry 
Source” that the technology used in augmented devices can be harnessed as a viable sensor for a robotic platform. 
With this in mind, several test results were presented demonstrating the feasibility of using Augmented Reality (AR) 
sensors. Experimentation with the HoloLens concluded that the device is capable of sustaining odometry, localization, 
and acquiring distance measurements while under movement. 
 
CONNOR SCULLY-ALLISON, HANNAH MUÑOZ, VINH LE, SCOTTY STRACHAN, ERIC FRITZINGER, 
FREDERICK C. HARRIS, JR. and SERGIU DASCALU of University of Nevada Reno, USA, introduced in their 
paper “Advancing Quality Assurance Through Metadata Management: Design and Development of a Mobile 
Application for the NRDC” the design, implementation, and impacts of a cross-platform mobile application that 
facilitates the collection of metadata for in-situ sensor networks and provides tools assisting Quality Assurance 
processes on remote deployment sites.  Specifically, the proposed application allows for the near-real time update and 
centralized storage of contextual metadata. 
  
MARCO X. BORNSCHLEGL, KEVIN BERWIND, and MATTHIAS L. HEMMJE of the University of Hagen, 
Hagen, Germany described in their paper “Modeling End User Empowerment in Big Data Analysis and Information 
Visualization Applications” how handling the complexity of data requires new techniques with regard to data access, 
visualization, perception, and interaction for supporting innovative and successful information, informed decision 
making, and business strategies. After deriving and qualitatively evaluating the conceptual IVIS4BigData model, a 
set of conceptual end user empowering use cases for each IVIS4BigData processing stage were modeled in their paper 
 
TIMOTHY OLADUNNI and SHARAD SHARMA of Bowie State University, Bowie, MD, USA presented in their 
paper "Deep Learning and Hedonic Pricing" an overview of deep learning and hedonic pricing (which suggests that 
the price of a differentiated commodity is a function of the implicit prices of its composite attributes).  They then 
developed a predictive algorithm based on this concept and compared the performance of deep learning with a ridge 
regression and came up with an improvement of prediction by 27%. 
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As guest editors we would like to express our deepest appreciation to the authors and the program committee members 
of the conference these papers were selected from.  
 
We hope you will enjoy this special issue of the IJCA and we look forward to seeing you at a future ISCA conference. 
More information about ISCA society can be found at http://www.isca-hq.org. 
 
Guest Editors:  
 

Frederick C. Harris, Jr, University of Nevada, Reno, USA, SEDE 2017 Conference Chair 
Sergiu M. Dascalu, University of Nevada, Reno, USA, SEDE 2017 Program Chair 
Sharad Sharma, Bowie State University, USA, SEDE 2017 Program Chair 

 

March 2018 

http://www.isca-hq.org/
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Visualization of Dynamic Fluid Characteristics for Hose and  
Pipeline Systems in Army Operational Environments 

 
 

Peter J. Grazaitis* 
Aberdeen Proving Ground, MD  21005  USA 

 
Mark R. Cammarere† 

Trumbull, CT  06611  USA 
 
 

 
Abstract 

 
When the Army deploys in Brigade or larger size units 

(whether for combat operations or humanitarian relief), the 
demand for bulk fuel and water is tremendous.  Depending on 
the situation, that demand could be thousands to tens of 
thousands of gallons per day.  Often, deployment will be to 
austere and environmentally-hostile regions (i.e., Afghanistan).  
Unlike commercial supply chains, the Army often has to build 
out the supply chain from theater entry point to the forward 
operating bases and resupply points.  As the primary provider 
of fuel to US military and coalition partners in a theater of 
operation, the Army will plan and establish fuel and water 
distribution pipe and hose line systems to push the large 
quantities of fuel and water that are needed to meet its own, 
other service and coalition partner’s demands.  In planning the 
routes for these hose and pipeline systems, Army petroleum 
and water warfighters must deal with several constraining 
factors to achieve the required push.  In addition to security 
and concealment factors, Army warfighters must factor in 
equipment availability, terrain elevation changes that impact 
the hydraulic pressures in the line, and limited lift resources to 
haul the equipment to the field.  All of these factors drive the 
selection of the route that will be used to meet the desired flow 
rates and demands of deployed forces. 

Key Words:  US army, fuel and water distribution, assault 
hose line system, inland petroleum distribution system, tactical 
water distribution system, early entry fluid distribution system. 

 
1 Problem 

 
With all the modern computational capabilities currently 

available (e.g., laptops and tablet computers, etc.), conducting 
a course of action planning analysis for a hose or pipeline route 
(referred to as a trace), is still done the way it has been since 
WWII – with paper maps, overlays and pencils.  Calculators 
and spreadsheets are also often used to support some of the 
complex hydraulic equations – the primary one being the 

                                                           
* U.S. Army Research Laboratory.  Email:  peter.j.grazaitis.civ 
@mail.mil. 
† Technology Service Corporation.  Email:  mcammarere@tsc.com. 

Darcy-Weisbach equation [4] for dynamic head loss (loss of 
dynamic pressure due to friction between the fluid and the pipe 
or hose wall) sometimes written as: [1] 
 
 Hf = (0.031)⋅f⋅[(L⋅Q2) / d5] (feet), (1) 
 
by assuming that the average fluid velocity (since it is not 
constant across the pipe interior) can be modeled as a very thin 
turbulent layer at the wall combined with largely constant 
laminar flow across the rest of the cross-section.  Hf is the 
pressure loss (feet of head), f is the (dimensionless Darcy 
friction factor), L is the length of pipe or hose (feet), d is the 
interior diameter (inches) and Q is the flow rate (GPM).  When 
the friction factor (f) is known (see next paragraph), then the 
head loss can be characterized as a Net Available Head (NAH) 
right triangle (Figure 1a) [6], where the y-extent is the NAH at 
the output of a pump station and the x-extent is the length of 
pipe or hose (across flat terrain as per equation (1)) that 
reduces this head to the minimum suction of the next station.  
By sliding this triangle across a profile of the trace elevation 
(Figure 1b) [6], the pump stations can be located along the 
trace. 

With regard to the use of paper, pencil, calculator and 
spreadsheet – there are several factors that complicate the use 
of Darcy-Weisbach as described above.  For example, friction 
factor (f) is a function of the Reynolds number (Re) – which in 
turn is a function of flow rate (Q), interior diameter (d) and 
fluid kinematic viscosity (K, centistokes): [1] 

 
 Re = (3160⋅Q) / (d⋅K), (2) 

 
where kinematic viscosity (K) is also a function of temperature 
(Figure 2a) [7].  Standard (steel or aluminum) pipe curves 
(Figure 2b) [8] can be used to characterize f as a function of 
Re.  However, friction is also a function of pipe or hose wall 
roughness (standard curves have an assumed roughness baked 
in) so characterization of friction head loss using f-values 
based on (for example) worst- and/or best-case interior wall 
roughness is also a valuable consideration (friction factor 
information is generally held quite close by hose line 
manufacturers).  Friction factor (f) as a function of pipe or hose 
wall roughness can be calculated using the Colebrook 
equation: [5] 

mailto:peter.j.grazaitis.civ@mail.mil
mailto:peter.j.grazaitis.civ@mail.mil
mailto:mcammarere@tsc.com
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Figure 1:  Use of Darcy-Weisbach to determine Trace pump station locations 

 

 
 

Figure 2:  Kinematic viscosity, Reynolds number and friction factor information 

 
 1 / f1/2 = -2⋅log[(ε / d / 3.7) + (2.51 / (Re⋅f1/2))], (3) 

 
where ε is the RMS interior wall roughness.  The form of the 
equation requires an iterative solution approach.  One such 
approach is the Serghide’s [12] solution.  Figure 3 plots 
friction factor (f) over a range of Reynolds Numbers (Re) for a 
6” diameter conduit.  In the figure, the value of ε = 0 inches for 
the best- and 0.00707 inches (derived from [13]) for the worst-
case.  Additional complicating factors that make hand 
calculation difficult (or are simply not considered) include:  
pressure corrections for fluid specific gravity (also varies with 
temperature), and (especially for the IPDS system) the 
presence and placement of additional components (e.g. valves, 
elbows, vent assemblies, etc.) whose dynamic friction loss 
must be obtained using means other than direct application of 
Darcy-Weisbach. 

Also, although traces can certainly be hand drawn on 
overlays, there is no directly-linked capability to visualize how 
the dynamic and static pressures change along the proposed 
pipe or hose line trace due to elevation shifts.  Today, the 

Army can at best develop one or two course of action plans for 
each proposed route via pencil and paper maps.  Furthermore, 
these plans are only coarse estimates of expected flow rates, 
equipment needed to implement the hose or pipeline system, 
etc. due to operational time constraints.  Calculation errors are 
common due to the complex fluid dynamic equations involved 
(or the inability to consider some of the complex factors).  
Therefore, deployment and implementation of a pipe or hose 
line system is often trial and error exercise until an acceptable 
flow rate is achieved with the equipment available – a 
manually intensive and potentially error prone process that 
often results in trial and error system installation at the end of 
the day.  This process is complicated by the fact that the bulk 
fluid supply lines are typically nonexistent upon theater entry 
and need to be developed and redeveloped as the battlespace 
expands over time and the locations of retail points change.  
the day.  This process is complicated by the fact that the bulk 
fluid supply lines are typically nonexistent upon theater entry 
and need to be developed and redeveloped as the battlespace 
expands over time and the locations of retail points change.   
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Figure 3:  Postulated best- and worst-case friction factor for 6” conduit using Colebrook equation 
 

Finally, due to battlespace dynamics and limited equipment, 
these hose and pipeline systems may need to be picked up and 
moved or expanded periodically.  So, the planning process is 
an ongoing, time constrained task for Army petroleum and 
water warfighters. 

Besides the constraints of time, limited equipment and 
complex calculations; terrain, weather, and threat conditions 
create additional constraining factors in implementing the best 
trace.  Changes in elevation impact the pressures and flow in a 
hose or pipeline trace that traverses hilly terrain.  These 
changes may require additional pumps as well as pressure 
control devices (check valves and pressure reducers) along the 
trace.  Generally, trace routes that are as level as possible are 
preferred.  However, identifying such routes can be difficult, 
and one rule-of-thumb is to follow other infrastructure that 
already has some type of terrain improvements (e.g. roads, 
railways, power lines, commercial pipelines, etc.) [11]. (But 
this can conflict with other constraints that recommend 
avoidance of urban and population centers, for example. [9]) 

Although elevation change (slope) is a major constraint [2], 
others should also be considered including: road and river 
crossings [2], areas prone to flooding10, concealment from the 
enemy [9], etc.  These factors and others should be weighed 
when considering a trace route and many, depending on 
operational and construction time constraints, may not be 
included in trace route planning cycles. 

 
2 Objective 

 
To address these shortcomings, researchers at the U.S. Army 

Research Laboratory represented the planning exercise as a 
constrained object type problem.  This allows it to be 
approached as an optimization problem – finding a balance of 

all constraining factors to achieve a trace route that minimizes 
the impact(s) of all constraining factors as much as possible.  
In this case, the objects are the hose or pipe line system 
components and the optimal route is one that achieves the 
desired flow rate with the available equipment while 
addressing other constraining factors such as 
security/concealment, terrain, transport, and time.  Army 
researchers also wanted to ensure end product ease of use by 
petroleum and water warfighters, while allowing them to 
incorporate their subject matter expertise to quickly create 
traces and (most importantly) to visualize the impact of 
constraints (particularly elevation changes) on the trace 
pressure profiles.  Army researchers wanted the tool to allow 
petroleum and water warfighters to quickly edit trace routes, 
create new ones, and provide hydraulic analyses in interactive, 
visual ways that go beyond simple presentation of calculated 
mathematical values.  Rich visualization was a primary 
consideration for the Army researchers’ choice of a map-
centric tool – from specifying parameters for any particular 
pipe or hose line system, to creating trace routes on a digital 
map, to visualizing the dynamic and static pressure changes 
along the trace as well as what equipment is needed and where 
it needs to be placed along the trace if the system is 
implemented. 

Army researchers felt this approach would address usability 
issues as well as allow Army petroleum and water warfighters 
to quickly determine when the desired flow rates had been 
achieved with the on-hand equipment while also addressing 
other requirements such as time, security, and costs.  In the 
end, Army researchers wanted tool use to be as natural as for 
any Microsoft application.  It was also important that the 
business practices of the software tool be as similar as possible 
to those that are taught in the Army’s petroleum and water 
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schoolhouse.  So in the end, U.S. Army researchers developed 
a tool that would:  1) automate the pipe or hose line trace 
planning process, 2) follow the soldiers’ business practices to 
comport with their schoolhouse training, 3) adhere to best 
commercial software practices for apps found on laptops, 
tablets and smart phones, 4) incorporate human factor usability 
principles, 5) visually display constraints on the digital map, 6) 
convey complex analytics in a visual and intuitive way for 
rapid situational awareness, and 7) provide performance 
characteristics that allow Army petroleum and water 
warfighters to develop many potential courses of action based 
on their experience and subject matter expertise. 

 
3 Approach 

 
To ensure the software tool achieved these objectives, a 

spiral development approach was used to get prototypes in the 
hands of petroleum and water warfighters early and often – to 
use and evaluate the tool on hypothetical traces, provide user 
feedback on what they did and didn’t like, and to make 
recommendations for new tool capabilities.  This feedback was 
then used to incorporate changes and add capabilities to help 
ensure an end product that was easy to use, required minimal 
training, quickly conveyed to the soldiers how the pipe or hose 
line system would perform, and allowed the soldier to create 
and evaluate many different courses of action in a short period 
of time. 

The resulting tool is the Petroleum and Water Trace Locator 
(PAWTL) [10].  Army researchers wanted PAWTL to support 
all the Army’s bulk petroleum and water hose and pipe line 
systems in the inventory as well as the Early Entry Fluid 
Distribution System (E2FDS) currently under development 
and acquisition.  Army researches built physical attribute (e.g., 
equipment and implementation doctrine) information into the 
PAWTL tool for the Army’s three existing bulk fuel and water 
distribution systems:  the Inland Petroleum Distribution 
System (IPDS), the Assault Hose Line System (AHS), and the 
Tactical Water Distribution System (TWDS).  A ‘custom’ 
system option gives Army petroleum and water warfighters the 
ability to define customized systems using Commercial-off-
the-Shelf (COTS) components to support the proposed E2FDS 
which is still in development for acquisition.  The PAWTL 
database also includes fluid characteristic information (e.g., 
specific gravity, kinematic viscosity, etc.) for water and all the 
bulk fuel products in the Army inventory:  Jet Fuel 4 (JP-4), 
Jet Fuel 5 (JP-5), Jet Fuel A (Jet A), Jet Fuel A-1 (Jet A-1), Jet 
Fuel B (Jet B), Jet Fuel 8 (JP-8), Jet Fuel 100/130 (100/130), 
Motor Gasoline (MOGAS), Diesel Fuel 1 (DF-1), Diesel Fuel 
M (DFM) and Diesel Fuel 2 (DF-2).  Figure 4 depicts the 
PAWTL Trace Design Parameters dialog, where users select a 
particular hose or pipeline system, its operating parameters 
(ambient temperature, working pressure and flow rate), and the 
fuel product that will be pushed through the system.  PAWTL 
uses visual selection and drop-down menus to allow Army 
petroleum and water warfighters to quickly define the system’s 
operating parameters. 

PAWTL uses the department of defense’s Commercial Joint 

Mapping Tool Kit (CJMTK) to provide the functionality for 
terrain visualization and spatial analysis.  A terrain import 
capability gives Army petroleum and water warfighters the 
ability to plan pipe and hose line traces using digital terrain 
maps that they are visually familiar with from their basic 
military training (although a PAWTL technology refresh effort 
currently underway is employing global data sets that will 
make the import capability unnecessary).  PAWTL also uses 
an on-board terrain suitability engine [3] that can be used to 
analyze terrain and visually display user selected constraints 
such as slope, urban areas, road networks, bodies of water, etc. 
as generally advantageous or disadvantageous areas with 
regard to siting the pipe or hose line trace route based on 
doctrinal or performance considerations.  Visually conveying 
and profiling information in this manner, allows Army 
petroleum and water warfighters to quickly assess what terrain 
is or is not suitable.  A typical analysis is depicted in Figure 5.  
Other thematic or analytic layers that could be added to 
provide a more robust view of constraints of concern (e.g. 
forested areas, line of sight from known enemy locations, flood 
zones, etc.) are depicted in Figure 6. 

Traces drawn on the PAWTL’s digital maps are very similar 
to manual drawings on acetate overlays (except that they are 
drawn with a mouse instead of a pencil), but with the added 
advantage that trace edits can be made very quickly.  PAWTL 
automatically performs the hydraulic analysis for the selected 
hose or pipe line system based on the defined operational 
parameters and product to be pushed along the specified route.  
PAWTL’s visual presentation provides Army petroleum and 
water warfighters with an immediate feel for the trace’s 
viability by showing the trace on the map, pump locations and 
a summary of the numbers of components required if the trace 
were deployed (see Figure 7). 

Most importantly, PAWTL incorporates the critical 
hydraulic pressure analytics, digital elevation profile, and 
doctrinal information along the proposed hose or pipe line 
route and presents that information in a visual manner that 
allows petroleum and water warfighters to quickly assess the 
viability of the proposed trace – including comparison of 
alternatives.  This is shown in the Trace Pressure Analysis 
presentation of Figure 8.  This presentation provides a visual 
and intuitive side-by-side comparison of 2 proposed hose line 
configurations along the same trace route.  It provides 
visualization of the static and dynamic pressures along the 
trace that allow Army petroleum and water warfighters to 
intuitively understand and correlate with elevation changes and 
the locations of components.  This allows those warfighters to 
employ their subject matter expertise to quickly assess if the 
proposed route for the selected system is sufficient to support 
Army requirements for bulk fuel or water. 

Finally, PAWTL provides an equipment report which lists 
all required components and their Military Grid Reference 
System (MGRS) locations along the trace if the trace were 
implemented. This information is important for doctrinally 
required route reconnaissance missions to ensure that the 
terrain along the route will indeed support the component 
placement required to deploy the hose or pipeline system. A  
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Figure 4:  PAWTL trace design parameters for AHS, TWDS, IPDS and ‘custom’ system selection 

 
sample of this report (which can also be used to support trace 
implementation) is shown in Figure 9. 
 

4 Conclusion 
 
The PAWTL tool has been validated by comparing 

manually-generated traces with those created using the tool.  
Although work in this area is ongoing (not yet officially 
documented), to date these comparisons have produced very 
encouraging results (less than 10% variation) when considered 
by Army subject matter experts.  Evaluation of usability during 
the spiral development process and during two field 
evaluations resulted in very positive feedback.  Training for 
the Army petroleum and water warfighters that participated in 
these evaluations consisted of about a one-hour training 
session followed by an additional hour of hands-on use 
working a problem for evaluation.  The PAWTL tool has been 
transitioned to Program Manager – Petroleum and Water 
Systems (PM-PAWS) and will become part of the E2FDS 
program of record when it is fielded. 

ARL researchers are also looking at the potential to add a 
constraint optimization capability to the PAWTL for 
evacuation and retrieval of a hose or pipeline system.  
Evacuation and retrieval of fuel hose line systems is also 

manually intensive and laborious, since all fuel in the line must 
be recovered prior to retrieval.  A ten-mile hose line system 
can contain as much as 5.38 million gallons of fuel.  
Optimizing the route (prior to implementation) to also support 
pigging operations for hose line evacuation would also provide 
a great benefit to bulk fuel operations in the area of operations.  
This would represent a new PAWTL capability that would 
perform route optimization for not only delivering but also 
evacuating and retrieving the hose line once it is no longer 
needed. 

The PAWTL tool currently supports the planning and layout 
of all Army hose and pipeline systems of record.  Furthermore, 
its fuel and water framework either already includes or can be 
made to support all the constraint and analytic modules 
required to design a theater-wide petroleum (or fluid) 
distribution supply chain.  The concept would be to expand 
PAWTL’s capabilities to allow Army decision makers to 
quickly conduct course of action analyses to support 
contingency planning for bulk fuel and water in regions where 
the U.S. Army may have to deploy for either combat or 
humanitarian assistance operations.  The framework upon 
which the PAWTL is built has the ability to layout terminal 
heads for ship-to-shore or rail deliveries, bag farms, water 
processing plants, convoy routes, and refueling points.  This  
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Figure 5:  Terrain constraint analysis overlaid on PAWTL map display 
 

 

Figure 6:  Examples of additional battlespace constraint factors 
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Figure 7:  Completed trace analysis showing elevation thumbnail, system overview and component summary 
 

 

Figure 8:  PAWTL trace pressure analysis dialog showing elevation, dynamic and static pressure profiles 
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Figure 9: PAWTL equipment report showing operating parameters, component list, elevation profile and individual component 
locations 

 
would allow a theater-wide bulk fuel and water supply chain to 
be modeled in an optimal way. 
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Application of an Augmented Reality Device as a Rangefinder and Odometry Source
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Abstract

Augmented reality devices can now address several
challenging problems dealing with spatial understanding
between reality and virtual environments. Robotics must
overcome very similar challenges in order to safely navigate
in the real world including localization and accurate spatial
understanding of obstacles. Currently computationally
expensive algorithms are used to continually map and localize
the robot. This paper proposes that the technology used in
augmented devices can be harnessed as a viable sensor for
a robotic platform. With this in mind, several test results
are presented here demonstrating the feasibility of using
Augmented Reality (AR) sensors. This includes getting the raw
distance data, using the built-in odometry, creating a map, and
finally deploying an autonomous robotic platform with the AR
device. From the results of these tests, a more comprehensive
understanding can be found regarding the use of an AR device
as a robotic sensor. Experimentation with the HoloLens
concludes that the device is capable of sustaining odometry,
localization, and acquire distance measurements while under
movement. Key words: augmented reality; robotics; robot
operating system.

1 Introduction

Augmented reality (AR) technology [14] is currently
advancing faster than in previous years and can now address
several challenging problems dealing with spatial correlation
between reality and a virtual environment [2]. The first obstacle
is mapping the environment in order to detect objects in reality.
This means that an AR device must be able to detect range
in the environment with respect to itself. Another issue arises
when tracking the movement of the device itself. Tracking
the position and rotation change with accelerometers will result
in an additive error regardless of the sensor’s quality. This
necessitates the incorporation of localization, which uses the
sensors to correct the position data provided by on board
sensors. After an AR device has successfully overcome the
above two obstacles, it must deal with integrating virtual
elements into reality while respecting depth and occlusion of
physical objects.

Like AR devices, robots must be spatially aware and be able
to sense obstacles in the environment. To accomplish this robots
will often use computationally expensive algorithms to ensure
their position is correct and they have an accurate understanding

*(Department of Computer Science. Email:
esegarra3278,btowle)@floridapoly.edu

of their environment [7]. The objective of this paper is to
use an AR device as a sensor for a robot that will provide
reasonably accurate odometry and sensory information [10]. For
this experiment the Microsoft™ HoloLens was used as a range
finder and odometry source for a Pioneer 3DX. The goals for this
objective are: getting reasonable sensor data, using it to create a
map with simultaneous localization and mapping (SLAM), and
finally navigating safely with data only from the HoloLens itself.
This paper has the following structure: a short section on related
works and similar experiments, followed by a description of our
methodology and results, a brief section on future works, and
finally concluding with some closing statements.

2 Related Work

Current techniques being used for navigation or SLAM utilize
specialized sensors such as LIDAR, a combination of algorithms
and simple cameras, or AMCL. LIDAR systems commonly
depend on a laser mounted on a motor that spins at a high speed
to give accurate readings of the environment, which could run
the risk of mechanical failure and usually have a high start-
up cost for robotic implementation. One such example of an
industrial-quality LIDAR system include the Hokuyo URG-
04LX system, which can provide refresh rates up to 10,000 Hz
and a maximum range of 5.6 meters [1].
The use of optical sensors for range-finding and obstacle
avoidance is not a recent technology, with some early editions
including the easily obtainable Xbox 360 Kinetic for creating an
artificial laser scan [9].
These sensors proved to be useful for mapping an area
with images and as a component for SLAM localization [6].
However, these sensors lack odometry capabilities and have
to be provided through computationally expensive software
algorithms or a dedicated odometry sensor [11]. Some, such
as the Xbox 360 sensor, cannot operate in all environments
effectively.
Through technological advancements, technologies such as the
GyroWand provide accurate ray tracking/laser scan capabilities
and odometry with the combination of technology such as
dead reckoning with inertial measurement units (IMU). The
Microsoft™ HoloLens uses a more refined version of the
technology used in the GyroWand [5].
The Microsoft HoloLens has the advantage of being able
to output odometry through the use of its built-in sensory
equipment and use its visual cameras for use in localization of
the real world [4]. It was because of the after mentioned features
we initially chose the HoloLens for use in robotic navigation,
localization, mapping, and crash avoidance [3].

ISCA Copyright© 2018
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3 Methodology

To test our theory and goals for integrating and utilizing the
HoloLens as a sensor, we will use a robotic system configured
for experiments with the AR system. This platform must
accomplish the goals of being able to successfully move the
HoloLens around an arena, providing a means of collecting
and broadcasting information, and reliably control the system
without major interruptions.

Our system consists of three major hardware parts and two
software-side components.

4 Hardware Operation

HoloLens: The Microsoft™ HoloLens comes integrated
with all sensory equipment. This includes an IMU, four
environmental understanding cameras, one depth camera, mixed
reality capture, four microphones, and a light ambience
sensor [8]. These systems come together to form a spatial
understanding in the environment in which it is located. The
HoloLens will acquire and transmit the distances based on a
spatial mesh created in Unity, to ROS, in the format of a laser
scan message.

Computers: The computer used for collecting and
broadcasting the information collected by the HoloLens
is a 2015 HP EliteBook running on Ubuntu 16.04 LTS.
When in operation, the computer was mounted on top of the
Pioneer 3 DX. The computer was additionally configured to
function as a mobile hotspot location for external computers to
communicate with the computer, interact with the robot, and
collect information from the HoloLens.

Another computer, the ROS client, was used for interacting
with the ROS server computer. The ROS client was an
Asus G75VW laptop used to run the move base program,
teleoperation, gmapping, and other monitoring services for the
ROS service. Data received from the EliteBook was wirelessly
received through a hotspot connection.

Robotic Platform: The robotic platform of choice for
experimentation is a Pioneer 3 DX robot powered by three 12V
lead-acid batteries. The device does not come with an on-board
computer and must be controlled through the use of an external
computer. The Pioneer 3 DX has two large wheels and a free-
moving coaster to achieve holonomic control over the robot. The
robot can carry up to 23 kg, well suited for our purposes.

5 Software–side Operation

ROS: Robot Operating System (ROS) is a software-side
operating system that creates a framework that can interact with
a robot using C++ or Python packages. For the purposes of
our experiment, we used ROS version Kinect. ROS is used
to control robot motors, record and analyze sensor data, and
utilize incoming data to be used for advanced algorithms with
the robot [12]. For the purposes of this paper, we created a ROS
server which received data from the HoloLens such as odometry
transforms and laser scan data and forwarded it to a ROS client.

The ROS server was given commands remotely through a ROS
client on a separate computer which then ran the processing
algorithms (such as gmapping, safe wander, and move base).

Unity and HoloLens Toolkit: Unity 3D is a game engine that
is used to project the data provided by the HoloLens Toolkit
into virtual space and provides the means for creating a ray cast
vector to calculate distances. The HoloLens Toolkit creates a
virtual mesh that is a low-polygon approximation of the objects
in real-life and contains the distances between the HoloLens and
the environment around it. The Unity engine can then create ray
cast vectors to find the distances and convert them into ROS-
usable laser scans messages.

Through a ray casting method of calculating distances
through the Unity engine, a laser scan can be created. The
HoloLens can measure up to 10 m effectively and a minimum
distance of 20 cm roughly has a 5 cm resolution at these
distances. The laser scan has a flat-plane vision range of 180
degrees of seamless vision and the horizontal angle can be
adjusted for a lower or higher plane of vision. For the purposes
of experimentation with the HoloLens, the angle of vision was
adjusted two degrees below the level plane.

Odometry of the HoloLens was outputted through the Unity
Engine as well. This was done by creating transform messages
through Unity, which was then broadcast to a ROS server
via a ROS bridge web socket. Transform messages contain
information about the position and location of a robot from the
physical world. The position and location of the robot are then
used in a virtual environment.

6 Tests Applied

Sensory Data test: The first test determines the feasibility of
finding the distance to the spatial mesh in Unity, using a ray
casting, in order to create a virtual laser scan. This will test
for the accuracy, geometry, and location of the points provided
through the HoloLens’s geometrical mesh. Readings from this
test include an array of distances from the points in front of the
robot and positional marker of where the robot is located.

Odometry Test: The second test determines the validity of
using the HoloLens as an odometry sensor. The test will
check the ability of the HoloLens to maintain its position and
direction in the virtual environment and confirm the odometry
of the HoloLens does not reset such to confuse the ROS
odometry. Readings from this test will include a map of
measured distances, the distances in the real world based on
the ROS Cartesian plane, HoloLens odometry readings, and the
Pioneer’s odometry readings.

Mapping with SLAM: The third test will demonstrate the
abilities of the HoloLens in creating a boundary map as well
as keeping its odometry in the arena. This technique is called
simultaneous localization and mapping (SLAM) and entails the
combination of the odometry and mapping of the robot. The
HoloLens will be mounted on top of the robot and driven around
to create the map of the arena. A successful mapping would
include a rough outline of the arena in a 2D perspective with
accurate positioning of the robot.
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Safe Wanderer: The fourth test will involve using the
HoloLens as a primary sensor for an autonomous program. The
challenge will include utilizing the HoloLens’s virtual laser scan
and odometry to be able to safely navigate a loop around the
arena without colliding with the sides of the walls. The robot
must keep a safe distance from the wall given the data being
sent from the HoloLens. The algorithm is set to turn towards an
opening if there was an obstacle in front of the robot, 0.5 meters
away. A successful test of the safe wanderer program would be
the successful traversal of the arena without collisions.

Autonomous Movement: Once the previous tests are
complete, the final test will be conducted where an autonomous
algorithm called move base will utilize the HoloLens as a
localization sensor. A map will be given to the algorithm,
constructed from previous test runs with the HoloLens, and
odometry will be provided by the HoloLens for navigating the
arena. The robot must reach a set goal which will be provided
by a ROS utility called RVIZ. A successful test will include
being able to navigate the arena without collisions, localizing
its position in the map, and finding its way to the given goals.

7 Experimental Results

7.1 Test 1: Sensory Test

An arena was set up with the use of several cushion chairs
made to form a small box with an opening at the side. Testing
proceeded with the use of a modified TurtleBot teleoperation or
a joystick controller to position the robot at several locations.
Figures 1 and 2 are the results from the testing of the HoloLens
for distance gauging and geometrical representation.

These early testing periods included using the HoloLens
with a leveled angle and no other utilities running. Odometry
was not yet implemented at this point nor were the mapping
utilities attempted for use at this point. The shapes of the
wheeled cushion chairs were clearly seen in the laser scan on
the HoloLens. This proves that the HoloLens can simulate a
laser scan through Unity by calculating ray casts to formulate a
distance from the environment.

Figure 1: Initial scans of laser scan

Figure 2: Physical location of robot

It was noticed that the HoloLens detected walls differently
during varying lighting conditions and the similarity of coloring
from the floor to the walls of the arena. This led to changing
the arena configuration and adjusting lighting around the
environment of the arena. The HoloLens would sometimes
momentarily lose spatial recognition and have to adjust for the
different lighting condition. An advantage of the HoloLens is
that the sensor has a reduced potential for seeing through glass,
a common problem on similar sensors [13].

7.2 Test 2: Odometry Testing
A test of the sensor odometry was performed on a measured

arena. The test was performed several times through keyboard-
teleoperated control at a minimal velocity of 0.2 m/s and an
angular velocity of 0.1 rad/s. One difficulty during this phase
was adjusting the transform messages from the Unity coordinate
plane (yzx format) into the ROS coordinate plane (xyz format).
The following table shows the results concluded from the test.
Figure 3 represents the distances measured and tested for.

Figure 3: Map of traversal

Figures 4 and 5 describes the difference from the ideal point
from the perspective of reality, the HoloLens, and the odometry
of the Pioneer 3. It can be observed that the Pioneer has an
additive error as the robot is moved from the points described
in Figure 3. It can be noticed that the HoloLens follows a trend
closely to the error in reality, with larger deviations in the Y-axis.
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Figure 4: X axis error graph

Figure 5: Y axis error graph

Figure 6: Measurement table

7.3 Test 3: SLAM Testing

SLAM testing was conducted after odometry was established
with the robot. Teleoperation of the robot was done and
was used to navigate several arenas. In this early version
of the odometry data packages, the arenas were traversed
approximately five times for the SLAM mapping utility,
gmapping, to build the map correctly. It was noticed that the
HoloLens had difficulty identifying the cardboard arena (arena
1). A two degree change was added to the ray cast angle
direction in order to improve the identification process, however
it still had difficulty in discovering the arena. To mitigate
this problem, another arena, arena 2, was designed so that the
HoloLens could identify it through a different material. Figures
7 and 9 show the arenas constructed from mapping.

Figure 7: 2D map of Arena 1

Figure 8: Arena 1 Layout

Figure 9: 2D Map of Arena 2

Figure 10: Arena 2 Layout

7.4 Test 4: Safe Wandering Testing

Safe Wandering testing was done through the use of a
program designed to seek out a clear route for traversal of 0.5
meters and turn right or left when a distance greater than 1.2
meters was in view. The robot was set to wander under the same
testing conditions as done in the SLAM testing arena. During
successful trials, the safe wanderer program ran around the arena
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for six loops without interruption or human intervention.
During initial testing, the robot would occasionally lose

odometry and laser scan data causing the robot to collide head-
on into the walls. This was fixed through reducing the speed
to 0.3 m/s and the angular velocity of 0.5 rad/s. The reason
for this was the HoloLens lost internal localization and deleted
the existing spatial mesh to remap its environment causing the
virtual laser scan to detect open space. During later testing, the
laser scan was reliable and the robot did not collide with the
walls. This proved that the robot could reliably use the HoloLens
laser scan and odometry.

7.5 Test 5: Move Base Testing

Autonomous navigation was achieved through a commonly
used ROS program, move base. A map was rendered previously
through the use of safe wander or through teleoperation. The
robot was then placed at a starting position, given a starting
indicator, and waypoints (marked white) were added to the
navigation stack for the move base algorithm to navigate around
the arena. The move base algorithm was then used to calculate
a path around the arena and get odometry and laser scan data
from the HoloLens sensor. Figures 11 and 12 show the robot
navigating the arena with the HoloLens.

Figure 11: Path followed by the robot while base move is active

Figure 12: Robot Moving with Move Base

8 Further Testing

Three aspects of this experiment caused concern. First,
only one test had been done on the odometry. Second, the
results in the Y-Axis were ambiguous as to whether or not the
HoloLens odometry had additive error. Third, the connection
between Unity and ROS was not optimized for object oriented
coding. We rewrote the ROS Bridge communication module to
better integrate with Unity allowing for separate instantiations
of the publisher/subscriber class. This in turn, allowed different

game objects in unity to communicate directly with ROS. After
this was finished we tested the robot on a more complex
odometry course in order to validate our previous findings.
The test was performed three times and the results clearly
shows the odometry on the HoloLens is far more accurate than
conventional motor encoders. The test layout was performed by
running a course as shown in Figures 15, 16, and 17. As seen
in Figures 13 and 14, display the average error for all trials.

Figure 13: Average Error on X Axis

Figure 14: Average Error on Y Axis

Figure 15: Map of the Odometry Points from Test 1
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Ideal Pioneer Odom Real World Holo Odom
0,0 0.0,0.0 0,0 -.02,.02
4,0 3.94,-0.15 4,0 4.01,-.15
4,-2 4.02,-2.2 4.0,-2.02 3.88,-2.07
6,-2 5.95,-2.25 5.99,-2 5.98,-2.21
8,0 -7.77,0.15 8,0 7.86,-.16
8,2 7.83,1.77 8,1.98 8,1.74
0,2 0.06,1.28 0,1.99 0.02,2.22
0,0 0.25,-0.58 0.02,-0.02 0.16,.24

Figure 16: Map of the Odometry Points from Test 2

Ideal Pioneer Odom Real World Holo Odom
0,0 0.0,0.0 0,0 0,0
4,0 3.97,-0.05 4,-0.02 4.04,0.03
4,-2 4.22,-0.8 4.0,-2 4,-1.87
6,-2 6.16,-1.85 6,-2.02 6.09,-1.93
8,0 7.74,0.4 7.96,0.01 7.77,0.24
8,2 7.68,2.36 8,2 7.80,2.22
0,2 -0.01,1.44 0,1.99 -0.03, 2.02
0,0 0.40,-0.77 0.01,0 0.12,0.01

Figure 17: Map of the Odometry Points from Test 3

Ideal Pioneer Odom Real World Holo Odom
0,0 0.0,0.0 0,0 0.2,0
4,0 3.98,0 3.97,-0.03 4.05,-0.01
4,-2 4.25,-1.84 4.02,-2 3.95,-1.97
6,-2 6.17,-1.92 6,-2 6,-1.99
8,0 -7.78,0.32 8,0 7.78,0.15
8,2 7.79,2.24 8,1.98 7.85,2.08
0,2 0.05,1.22 0.03,2 -0.05, 2
0,0 0.36,-0.65 0.02,-0.03 0.1,0

9 Conclusion and Future Work

This paper has presented the feasibility of applying the
Microsoft™ HoloLens towards a robotic application such as
autonomous driving and SLAM mapping. The tests done in this
paper demonstrated that the HoloLens has the sensor capability
to allow a robot obstacle detection, environmental mapping,
reliable odometry, and autonomous navigation. The accuracy
of the odometry was acceptable and outperformed the on-board
odometry provided by the Pioneer 3 servos and was reliable
enough for autonomous navigation. From these results, we
conclude that the HoloLens can be used as a feasible robotic
sensor and integrate powerful augmented reality capabilities into
the robotic system.

Future research will involve investigating additional
applications of the HoloLens for improved user interface and
comparing its performance against current sensor navigation
systems. This will include a comparison of the HoloLens
against a commercial-grade LIDAR system and observing any
differences in speed, accuracy, and reliability. An application
of the Unity 3D space shall be used in experimentation for
controlling a robot and providing a pathfinding solution from
Unity to the robot in the real world using the HoloLens gesture
tracking and positioning system. Currently, an experiment
is under way using the HoloLens as an AR windshield for
autonomous vehicles. This will simulate the experience
of being inside an autonomous vehicle from a first person
perspective with additional infographics of the robot and/or of
the environment.
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Abstract 

 
In this paper we present the design, implementation, and 

impacts of a cross-platform mobile application that facilitates 
the collection of metadata for in-situ sensor networks and 
provides tools assisting Quality Assurance processes on remote 
deployment sites.  Created in close conjunction with scientists 
and data managers working on environmental sensor networks, 
this paper details the software requirements, specifications, and 
implementation details enabling the recreation of such an 
application.  In a discussion on how this software improves on 
existing techniques of logging contextual metadata and quality 
assurance information, we show that this application represents 
a significant improvement over-existing-methods.  Specifically, 
the proposed application allows for the near-real time update 
and centralized storage of contextual metadata.  Compared to 
prior methods of logging, often physical notebooks with pen and 
paper or program comments on embedded field sensors, the 
method proposed in this paper allows for contextual information 
to be more tightly bound to existing data sets, ensuring use of 
collected data past the lifetime of a specific research project. 

Key Words: Data management, data science, mobile 
application, sensor networks, software engineering, cross 
platform mobile development. 
 

1 Introduction 
 
Individual researchers and one-off projects dominate the 

model of data collection in traditional climate/environmental 
research [9].  In traditional research, single use data proves 
extremely effective at answering a singular project’s research 
questions and fulfilling research requirements attached to 
funding streams.  However, despite the short-term success of 
such a model, a clear problem arises when another research team 
wishes to use this previously collected data, or when data need 
to be integrated into larger syntheses [3].  This problem drives 
the need for complete, accurate, and usable metadata. 

Metadata is considered a major part of the data lifecycle. 
Creation of metadata include information surrounding the data 
set, such as format, file names, and measurement units, and 
information about the experiment producing the dataset, such as 
documenting data processing steps and contextual information 
______________________ 
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to the data [13].  Its purpose is to make the datasets quick and 
easy to understand [20].  Unfortunately, that is not always the 
case. Traditionally, scientific metadata is kept in notebooks and 
papers, a holdover from days before computers.  This creates 
fractured data, where it’s hard to relate the electronic data sheets 
to hand written documents [18]. 

Due to the narrow focus of typical projects, only the original 
researchers intimately know how the data was generated.  
Metadata is often non-standardized, incomplete, and stored in 
temporary formats.  Some communities and organizations have 
developed their own metadata standards; however, several 
different metadata standards can exist within any given 
discipline [7].  Eventually, over time -- or given enough distance 
-- the value of these data sets is diminished to other researchers 
and the public.  It becomes harder to recover and ascertain 
contextual information that is essential to decoding it and 
metadata standards rarely address long-term preservation [18].  
Methods for uniform quality assurance and metadata collection 
are being recognized as the next major challenge for data 
intensive science as collection becomes increasingly automated 
and results globally disseminated [21]. 

This paper proposes a mobile application that manages and 
maintains quality assurance metadata about data collected from 
remote sensor networks.  The Quality Assurance (QA) 
Application described in this paper represents a positive step 
forward into modern data collection models by centralizing, 
modernizing, and standardizing contextual metadata for 
environmental sensor systems.  The QA App gives technicians 
and researchers a tool for dynamic modification and creation of 
contextual information relating to hundreds of live data streams 
in a statewide sensor network. 

Continuing from here, this paper is structured as follows:  
Section 2 presents a survey of scholarly works related to the app 
developed; Section 3 details the software specifications and use 
cases of the application; Section 4 discusses the architectural 
and user interface design of this application; Section 5 discusses 
how the application was implemented; Section 6 evaluates the 
success of implementation and Section 7 explores ideas for 
future developments. 

 
2 Related Work 

 
At the broadest level, Quality Assurance refers to the 

preventive maintenance and management process employed to 
reduce inaccuracies in data automatically logged by sensors [5].  
Although many works touch on the idea of Quality Assurance, 
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the most seminal motivating work published on the subject 
comes from a 2013 paper “Quantity is Nothing without Quality:  
Automated QA/QC for Streaming Environmental Sensor Data” 
[4].  In this paper, the authors put forth a comprehensive, 
generalized set of practices to optimize QA on environmental 
field sensors.  They suggest that QA procedures be automated, 
well documented, and complete metadata maintained alongside 
data.  This work presents Quality Assurance as a “process 
oriented” approach to data management, this strongly implies 
that no single software solution can provide effective QA but 
can only rather aid the QA process performed by humans.  
Accordingly, a significant number of background works on this 
subject study the analysis and creation of software that best 
facilitates good QA practices. 

A further example of a motivating work indicating the need 
for Quality Assurance practices in the paper “Workflows and 
extensions to the Kepler scientific workflow system to support 
environmental sensor data access and analysis” [1].  This paper 
outlines the development of a software environment that 
“addresses technical challenges related to accessing and using 
heterogeneous sensor data from within the Kepler scientific 
workflow system.” Within the bounds of their end-to-end 
examination of this existing sensor network workflow, the 
authors indicate on several occasions that a clear need exists for 
quality assurance practices with in-situ sensor networks.  They 
also acknowledge that existing software solutions used to 
facilitate these practices are not well developed.  Our QA 
application intends to fill this proposed gap. 

Outside of motivating works driving research in QA, there 
also exists several works that explore the practical or theoretical 
implementation of Quality Assurance processes and software.  
One, “Meta-information concepts for ecological data 
management” represents an early survey of many data 
management needs for ecological sensor data collection [12].  
This paper suggests exactly at which stage in the data collection 
pipeline to place QA processes and software.  Another paper, 
“Anomaly detection in streaming environmental sensor data:  A 
data-driven modeling approach” shows a more practical 
approach to Quality Assurance by suggesting that expected 
shifts in the quality of data can be anticipated by using data-
driven modeling techniques.  Although the approach taken by 
the authors of this paper is not representative of the approach we 
undertook, it shows that there exists a strong interest in applying 
modern software engineering techniques to the problem of 
Quality Assurance.  

Along similar lines, in the paper, “Automatic processing, 
quality assurance and serving of real-time weather data” the 
authors demonstrate that there exists a strong interest in 
developing software to automate and streamline the process of 
Quality Assurance on environmental sensor data [22].  The 
authors of this paper propose a software to manage and utilize 
statistical metadata that can indicate the quality of data through 
uncertainty values.  The concept of collecting metadata in a 
standardized format for quality assurance strongly reflects the 
goal of the Quality Assurance software developed and detailed 
in this paper for the NRDC.  However, our approach is unique 
in that it is oriented towards metadata collection as an end goal 

rather than as a supplement to Quality Control computations.  
Taken together, the above papers generally indicate a strong 
research interest external to the Nevada Research Data Center 
(NRDC) in the development of Quality Assurance software, 
however there also exists a well-documented interest in 
developing software within this organization as well. 

The NRDC is a data management organization dedicated to 
the, “storage, retrieval, and analysis of research data that is 
relevant to the needs and interests of the state of Nevada” [15].  
Conceived apart of a NSF Track 1 project, the NRDC represents 
the collaborative efforts of top research institutions, including 
the University of Nevada Reno, the University of Nevada Las 
Vegas and the Desert Research Institute [14, 16].  It presently 
supports the data sets of five projects and works actively with 
external research networks to disseminate and preserve data for 
continued research. 

References to the considerations of a Quality Assurance 
system for the NRDC appear in early literature proposing 
practices and architecture for its predecessor project NCCP [11].  
These works present Quality Assurance and Quality Control 
(QC) as crucial elements of any large scale environmental 
research project.  They also impress upon the reader a need for 
a standardized and centralized set of tools which enable 
universal comprehension of data being collected.  From this 
specific need to improve on existing QA practices, a quality 
assurance application was conceived. 

 
3 Software Specifications 

 
The QA App was developed with many functional and 

nonfunctional requirements in mind.  These requirements were 
decided on after extensive talks with several data management 
experts and stakeholders.  Detailed in Table 1, these 
requirements guided design and development of core 
functionalities for the QA application.  Using an agile 
development method, these requirements went through several 
iterations before settling into the current list. 

The nonfunctional requirements set many constraints on 
development, but most importantly dictated that the system 
should be multiplatform, upload and download data at only one 
point and perform logins with an SSH certificate.  This set of 
requirements informed development by cementing the software 
and architecture used to implement the app and indicate how it 
should interface with the backend server. 

Using these functional requirements, a series of use cases 
were constructed and mapped in a use case diagram, found in 
Figure 1.  This process informed the principal design phase of 
this applications construction and was frequently referenced or 
tweaked alongside the software specifications through the im-
plementation phase.  The description of each use case follows: 

 
• LogIn 

Field technicians must log into the app. Once logged in, 
technicians are given a list of projects they are associated with.  
This helps reduce the amount of unnecessary data downloaded.  
Technicians can also add new entries and upload them to the  
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Table 1:  Functional requirements 
Functional Requirements Description 
Input Data The user shall be able to enter new data into the QA app. 
Upload Data The user shall be able to upload data to a secure database. 
Read Data The user shall be able to download entries from the database to their mobile 

device and view previous data entries. 
Edit Data The user shall be able to edit previous entries and upload the change data to the 

database. 
Navigate Data The user shall be able to move between different screens of the app, and input 

data. 
User Authentication The user will be able to authenticate themselves to access secure functionalities. 
Delete Server Data The user, with proper authorization levels, shall be able to delete data stored on 

the database. 
Upload Photos The user will be able to launch the device’s camera and upload a photo from their 

photo gallery on their device. 
Save Unsynced Data The user shall be able to save data locally on their device to upload it to the server 

at a later point 
 

server.  Administrative technicians, once verified through 
the log in, are given the ability to edit or delete entries 
already synced to the server. 
 

– SyncToServer 
Connects to the server and uploads new data entries 
found on the phone. Then, downloads new data found 
on the server.  The app can manually be synced by 
pressing the synchronization icon on the header bar 
on the front page. 
 

 
 

Figure 1: Diagram showing use cases and their actor 
interactions for the quality assurance application 

 

• InputData 
Allows the user to input new data.  Opens a blank template 
for whichever dataset they are choosing to input.  Once 
finished, it is saved to local memory until synced to the 
server. 
 

– TakePhoto 
Opens the phone’s camera app to take a picture that 
can be uploaded alongside the data set, like the 
System in Figure 2.  Not every data set can have a 
photo. 
 

– GetLocation 
Uses the phone’s GPS to fill out latitude and 
longitude coordinates.  Only two types of data sets 
need GPS location. 
 

• ReadData 
All users must be able to view the data, regardless of 
whether or not they are logged in.  This is so users who are 
not a part of the project, but are interested in the data, can 
view it. To read the data, users need only to navigate to 
their desired object and click on the name. 
 

• EditLocalData 
Users are allowed to edit entries that have not yet been 
synced to the server.  Users can navigate to unsynced data 
entries and select the edit button to change them. 
 

• EditSyncedData 
Administrative technicians are allowed to edit data already 
synced to the server.  If an admin is logged in, they can edit 
entries by navigating to it and clicking the “Edit” button.  
If the user is not an admin, this button will be greyed out.  
The changes will be uploaded the next time the app is 
synced to the server. 



IJCA, Vol. 25, No. 1, March 2018 23 

 

Figure 2: An example of inputting data with a picture from the 
phone’s camera 

 
• DeleteLocalData 

Users can delete entries that have not yet been synced to 
the server.  Users can navigate to unsynced data entries and 
select the delete button to remove them. 
 

• DeleteSyncedData 
Administrative technicians are allowed to delete data 
entries already on the server.  If an admin is logged in, they 
can delete entries by navigating to it and clicking the 
“Delete” button.  If the user is not an admin, this button 
will be greyed out.  The changes will be uploaded the next 
time the app is synced to the server. 
 

4 Software Design 
 
4.1 Architectural Design 

 
When designing the Quality Assurance Application, there 

were several key requirements that shaped the development 
process.  First, the QA application must be able to structure the 
enormous amounts of service entries and access them in a timely 
manner.  To achieve this, the application utilizes a data access 
hierarchy that narrows down the amount of data queried.  
Second, the application must handle the situation that there is no 
available internet or cell signal in the immediate area.  The 
application manages this problem by storing the changes locally 
and allows users to commit these changes when they reach an 
appropriate area.  Finally, and most importantly, the application 
cannot function as a singular client-side application without any 
support.  The QA application consists of a client and server with 
the client utilizing a Model-View-Controller(MVC) 

architectural pattern and the server utilizing a microservice 
architecture.  

The client-side application utilizes a MVC architectural 
pattern as shown in Figure 3.  This architectural pattern was 
executed while utilizing the Google Angular 3 framework 
alongside the C# and Javascript programming languages.  The 
model section of the client-side application is the central nexus 
of interaction with the main NRDC System.  This contains 
routines that would handle the HTTP communication with the 
server end, as well as the manipulation of locally stored data.  
The view section is tasked with the primary task of satisfying 
the first requirement and showcasing the data in a hierarchal 
format.  In this section, the functionality to navigate through the 
hierarchy, view imagery, and handle conflicts syncing with the 
database is handled.  Finally, the controller section serves the 
primary master and control portion of that application that 
dictates the behavioral actions that result from the interactions 
made by the user.  This section is where the application would 
issue the command to shift the page views, create the 
transitional effects in-between views, and initiate the interaction 
with the model section.  
 

 

Figure 3: High-level block diagram detailing the architecture of 
the QA app. Client and server are connected via http 
calls from the mobile application to the Edge 
Microservices 

 

The server side of the application utilizes a microservice 
architecture where each web service is independent of each 
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other and are combined to create greater functionality.  These 
services can each be classified into three main groups:  Edge 
Microservices, Administrative Microservices, and Specialized 
Microservices.  The Edge Microservices are infrastructure 
services that perform the role of data provider from the data base 
to the client application.  The Administrative Microservices 
perform the role of security and provides varying level of access 
to the hierarchy, based on the individual’s status within the 
project.  The Specialized Microservices provide complex 
functionality to the application that are outside that of the Edge 
Microservices.  These functionalities can include anywhere 
from photo compression and searching to file conversions.  
 
4.2 UI Design 

 
Throughout development, the User Interface design of the 

Quality Assurance application transformed drastically.  Initial 
designs for a prototype implementation of this application, 
visible in Figure 4, were relatively simplistic, utilitarian and 
focused on the highest level of sensor network metadata that 
would be managed: a “project”.  A project described a specific 
cluster of in-situ sensors networked together that collected data 
associated with answering the question of a single research 
project.  Given the broad scope of “a project,” the metadata 
collected and stored was general in scope, requiring only one 
page and a few form fields.  As development on this application 
expanded so too did the UI design to better accommodate the 
technical and personal needs of user stakeholders. 

The first major design shift was a visual one.  The application 
transitioned out of the simple Flat Design of the initial prototype  
 

into a Material Design variant with the addition of more 
primary color contrasts, subtler form fields and floating action 
buttons.  This design choice gave the application a more modern 
and commercial feel that people have come to expect from a 
high quality mobile application. 

A second design shift, more critical to the proper functioning 
of the application itself, was the inclusion of a hierarchical 
navigation structure.  While the details of this structure are 
explored in Section 5, from a design standpoint it was crucial to 
enable the fast traversal of this hierarchy by making each item 
on every navigation level a large, clickable button that only 
leads to a sub list of items contained by the item clicked.  Figure 
5 contains an example of one of these sub lists.  By placing a 
link to the information about the previously clicked item in the 
top right corner, the design of this list navigation negates the 
possibility of users unintentionally opening information pages 
that will slow their navigation.  This streamlined design enables 
users to find the lowest level component they want in seconds, 
and then open information pages for the editing and viewing of 
related metadata. 

Finally, at a late stage in development stakeholders expressed 
a strong need for the display of saved pictures showing the 
makeup of a sensor system or the structure of a specific 
component.  This need drove the development of a dedicated 
image viewing component which retrieved images from a 
remote or local source and displayed them on appropriate pages.  
The addition of this component required significant planning as 
each image had many management functions associated with it:  
saving the image to the database, saving the image locally, 
delete locally, delete on the database, open an enlarged view of 
 

 

   
 

Figure 4: Screenshots of the initial UI design for the NRDC QA application.  Left, the main screen shows the basic functionality 
implemented in the prototype.  From here users can browse projects or create a new project.  Right, the “Start New 
Project” interface was used to input relevant metadata about the sensor research project being documented 
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Figure 5: Screenshots indicating the final UI design of the Quality Assurance Application.  On the left is an updated and ascetically 
pleasing main menu screen.  On the right, we see an example of a sub-list in the hierarchal navigation structure.  Here we 
see that “Site Monitoring” and “Meteorological” are systems associated with the “Rockland Summit Site”.  Clicking on 
either item will populate a new list of “Deployments” that are in the chosen system 

 
the image, and more.  This suite of functionality had to be added 
without cluttering the limited real-estate of a mobile screen.  We 
overcame this problem with the inclusion of a floating action 
button which expanded into an array of buttons that each 
perform one of the above stated functions. 

Finally, the interface provides users with a simple 
straightforward medium to quickly access to the forms required 
by technicians.  Visually reminiscent of Google’s material 
design, this application takes cues from public facing software 
to provide a refined interface to encourage smoother adoption of 
this app among unskilled mobile technology users.  Large 
buttons and clickable lists simplify use for technicians wearing 
gloves when performing maintenance on sites in high elevations 
or in colder months. 

 
5 Implementation 

 
Currently, the NRDC QA application is comprised of a front-

end system developed in the Ionic Framework, and a back end 
comprised of essential and independent web services 
communicating through a centralized hub [10].  The data 
transferred between the two are stored inside a Microsoft Virtual 
Environment with Microsoft SQL Server 2012 as the primary 
database management.  These two main components together 
allow for a seamless interface between the main databases and 
the client application. 

For the front-end system, the QA application was built with 
the Ionic Framework [8].  This framework utilizes HTML and 
CSS as a wrapper to manipulate the interface, as well as 

Javascript to apply functionality.  Once completed, the HTML, 
CSS, and Javascript are then compiled into the appropriate 
codebase: either Apple or Android.  

A wide collection of libraries and modules were used to 
simplify development at various stages of implementation.  
Primarily, Google’s AngularJS was used as a structural 
framework for the Javascript codebase and allowed for a more 
object-oriented approach to manipulation of the HTML and 
interaction with microservice APIs [6].  Additionally, Node 
Packet Manager (NPM) and Bower were used as the main 
package managers for this application.  They ensured libraries, 
assets, and utilities were regularly updated and organized. 

Organization of the QA app follows a pattern representative 
of the hierarchical organization of existing sensor networks 
managed by the NRDC and associated institutions.  At the 
topmost level, the application presents the user with a selection 
of Site Networks: a representation of several data collection sites 
connected by their similarity of purpose or project associations.  
From there the user selects a site associated with that network, 
a system associated with that site, and a deployment associated 
with that system, ending with a hardware component associated 
with that deployment.  This workflow of “tunneling” down into 
atomic components gives data scientists a logical means of 
quickly locating the exact sensor network element they seek by 
leveraging their knowledge of existing infrastructure. 

At any point in the navigation of the sensor network hierarchy, 
a user can add a new entry to the list of displayed entries or view 
the details of existing ones.  Whether choosing to display or 
create, the user will be greeted with the same page.  If displaying 
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data about an existing item, the page will be populated with data 
about the selected element.  If the user chooses to create a new 
item, the form fields on this page are blank and ready for input. 

On the element creation screen, visible in Figure 2, the user 
inputs information into blank form fields that expand or contract 
to fit the size of the input data.  The user can also choose to 
upload a related picture or get their location via their phone’s 
GPS.  This functionality enables field technicians to upload 
accurate location data about sites they are working on with the 
touch of a button.  Once all necessary information is entered, the 
new metadata entry can be saved locally.  And, once the user is 
done adding new entries, they can upload them en-masse to the 
server for storage in the database. 

On the view screen the user is presented with a few different 
options compared to the creation screen.  Principally she can no 
longer save an entry, only edit or delete with proper permissions, 
and there appears a floating orange icon in the bottom right 
corner visible in Figure 6.  From the submenu which this button 
populates, users can add two different types of metadata about 
an entry, a document and a service entry.  Documents allow 
users to add related files to a metadata entry.  Service Entries are 
entered when scientific equipment is repaired or replaced. 
 

 
Figure 6: An example of retrieving latitude and longitude 

coordinates from the phone’s GPS 
 

6 Discussion 
 
6.1 NRDC Impact 

 
The successful implementation of the QA application changes 

the face of quality assurance in the field significantly for existing 
projects in the NRDC.  The inclusion of a dedicated application 
impacts the workflow of sensor technicians and researchers by 

substantially augmenting current data management capabilities.  
Data stewards performing QA on sensor networks benefit from 
this application in several ways over traditional methods: 
uniform data entry, centralized QA data storage with 
synchronization and a usable interface facilitating the utility of 
the above benefits. 

The problem of uniform an accurate data entry naturally 
occurs in any system reliant upon human interaction as the 
primary interface between a means of measurement and the 
means of logging.  This problem is further exacerbated when 
technicians are deployed to remote areas, often equipped with 
only a notebook.  It can be very hard to meaningfully restrict 
metadata and service logging, as different people are going to 
include different data that they find relevant to a QA expedition.  
The use of form fields significantly normalizes data input by 
restricting users to only give information deemed necessary and 
sufficient to detail the quality assurance practices performed.  
An example of these forms can be seen in Figure 7.  In the case 
of intrinsically non-structured data, the option to attach 
documents is provided.  This enables a diversity of data input 
methods. 

 

 
Figure 7: An example data entry page containing info about a 

single data sensor.  The floating action button in the 
lower right-hand corner provides the option to add a 
service entry when clicked. 

 
Previously, QA-relevant metadata collected and maintained 

by technicians was held in a decentralized heterogeneous 
collection of notebooks, spreadsheets and program comments.  
This proved problematic internally, as audits and reviews of 
quality assurance processes could not be effectively performed 
in a timely manner.  Externally, this lack of centralized 
provenance-tracking metadata damages the integrity of 
collected data, as logs are not comprehensively tied to data 
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streams.  This limits the re-usability of collected data.  With a 
central repository and dedicated backend infrastructure, the QA 
app significantly improves the maintenance of QA and metadata 
logs by providing a centralized, organized database to store this 
information and bind it to existing data streams.  With the 
frontend mobile component automatically syncing with remote 
servers, users need not worry about any logistics of storing and 
formatting QA data for future use.  They now only need to 
perform their normal maintenance and installation practices and 
fill out the form fields detailing their work. 

 
6.2 Broader Impact 

 
It has been well documented that an issue of paramount 

importance to the greater scientific community is the need for 
collected data to be accessible, findable, inter-operable and 
reusable.  [9, 20-21]  As scientific research has become 
increasingly collaborative with the growth of internet 
technologies, the free and easy distribution of data across the 
internet has not kept pace.  [2, 17, 19]  While there are many 
factors that contribute to this data need/accessibility gap, one 
prominent problem is a lack of identifying metadata 
accompanying datasets.  [17, 21]  That is the goal of this 
application and we believe that a need still exists in the wider 
scientific community for the easy creation and upload of 
identifying metadata, so a survey was created to demonstrate 
this. 

To provide more significant validation and show the broader 
applicability of this software to the national scientific 
community a survey was conceived and solicited to 
Environmental Scientists.  The survey was comprised of several 
questions that sought to evaluate how findable, accessible, 
interoperable, and reusable respondent’s datasets were.  Most 
questions were bound by a Likert scale of 1 to 5.   

The pool of potential respondents came from two working 
groups – called “Clusters” -- for the collaborative organization 
Environmental Science Information Partners (ESIP).  
Specifically, members of the Envirosensing Cluster and the 
Documentation Cluster were emailed with the survey.  After 
hosting the survey for one week 12 responses were acquired.  

Using the responses collected from these domain experts we 
made some preliminary conclusions about how data scientists 
are managing their metadata.  Primarily, we observed that there 
still exists a strong need for software like the Quality Assurance 
app to automate and speedup metadata documentation 
processes.  Secondarily, we observed that although metadata 
was being digitized, it was not being digitized effectively. 

Concerning the first conclusion, a few questions 
demonstrated the current gap in technology that limits effective 
metadata collection.  When asked how managers document their 
metadata, the majority of respondents replied with either “Field 
Notebook/ Pen and Paper” and “Comments on Data Logger 
Scripts”.  When we juxtapose these responses against a later 
question that asks people to estimate the length of time it takes 
to get metadata into a machine-readable format, a picture 
emerges showing that scientists are collecting and digitizing this 
data but not in the most effective way.  Upwards of six 

respondents indicated that it takes them “hours” and up to 
“weeks” to digitize their metadata. 

When scientists are extensively using program comments and 
field journals to collect their data, they are not leveraging the 
advantages of mobile technology has to offer in the internet age.  
By comparison, the Quality Assurance app enables the fast and 
easy input of formatted data which is digital from the start and 
immediately uploaded to a central database.  This application 
could save many data scientists and technicians hundreds of 
hours over the course of a year which are now wasted on basic 
data input. 

With this survey and the extensive background works that 
clearly demonstrate a need to this sort of automated workflow, 
we have demonstrated that a strong need still exists for software 
like the QA app presented in this paper. 

 
7 Future Work 

 
Work on the Quality Assurance application will continue in 

the interest of expanding the present functionality detailed.  First 
and foremost, further work will be done to help audits and 
administration of QA practices.  Presently actions performed on 
the application are primarily user agnostic.  They are performed 
with no considerations or limitations based upon the present user 
of the app.  This can be problematic when it is necessary to track 
down the specific user who performed a given preventative 
maintenance on a given piece of equipment.  A paper trail can 
prove immensely useful to any project on the scale of those 
which the NRDC helps maintain. 

Outside of internal growth of the application itself, the data 
collected and maintained by the Quality Assurance application 
will be used to provide increased functionality to a companion 
quality control web application.  QA and QC are often referred 
as nearly the same entity in discussions of data management.  
Where QA is concerned with ensuring that data streams have 
little opportunity to fail in their logging through constant 
maintenance and monitoring, QC is concerned with handling 
data that has been logged in error and attempting to correct those 
mistakes.  The data stored via this QA app can be used to give 
context to any errors that might be discovered by an automated 
quality control service.  
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Abstract

Handling the complexity of relevant data (generated
through information deluge and being targeted with
Big Data technologies) requires new techniques with
regard to data access, visualization, perception, and
interaction for supporting innovative and successful
information, informed decision making, and business
strategies. As a response to increased graphics per-
formance in computing technologies and Information
Visualization, the Information Visualization Reference
Model was developed many years ago. Since then and
due to further developments in Information Systems
as well as Data Analysis and Knowledge Management
Systems in recent years, this model has been adapted
for addressing the recent advancements. Thus, the
hybridly refined and extended IVIS4BigData Reference
Model was recently derived from the original model to
cover the new conditions of the represent situations
with advanced visual interfaces providing opportuni-
ties for perceiving, managing, and interpreting Big
Data analysis results to support insight and emerging
knowledge generation. After deriving and qualitatively
evaluating the conceptual IVIS4BigData model, a set
of conceptual end user empowering use cases for each
IVIS4BigData processing stage will be modeled in
this paper. These conceptual use cases, that contain
all activities of their respective IVIS4BigData process
stage, serve as a base for a functional, i.e. conceptual
as well as technical IVIS4BigData system specification
supporting end users, domain experts, as well as for
software architects in utilizing IVIS4BigData.

Key Words: IVIS4BigData, advanced visual user
interfaces, distributed big data analysis, information
visualization, end user empowerment.

1 Introduction and Motivation

As a response to increased graphics performance in
computing technologies and information visualization,
Card et al. [10] developed the information visualization
(IVIS) Reference Model. Due to further developments

*Faculty of Mathematics and Computer Science, EMail:
(marco-xaver.bornschlegl, kevin.berwind, matthias.hemmje)
@fernuni-hagen.de

in Information Systems as well Data Analysis and
Knowledge Management Systems in recent years, this
reference model has been adapted for covering the
recent advancements. Therefore, Bornschlegl et al.
perfomed the Road Mapping of Infrastructures for
Advanced Visual Interfaces Supporting Big Data work-
shop [7, 8, 5]. Industrial researchers and practitioners
working in the area of Big Data, Visual Analytics, and
Information Visualization were invited to discuss and
validate future visions of Advanced Visual Interface
infrastructures supporting Big Data applications in Vir-
tual Research Environments. Within that context, the
IVIS4BigData Reference Model, that is illustrated in
Figure 1, was presented [5] and qualitatively evaluated
[4] within the road mapping activity [6].

Figure 1: IVIS4BigData Reference Model [5]

However, as “users are increasingly willing and,
indeed, determined to shape a software they use to tailor
it to their own needs” [2], the model has to be en-
riched with so-called user empowerment features which
enable system configuration without programming or
reprogramming [2, 12]. Thus, this research will address
these issues with a special focus on modeling end user
empowerment to support distributed Big Data analysis
based on the IVIS4BigData Reference Model.

In summary, user empowerment within human com-
puter interaction based on the IVIS4BigData Reference
Model and the existing state-of-the-art in the relevant
areas of computer science as well as established open
ICT standards still has to be achieved. In the remainder
of this paper, we are going to address this challenge by
means of modeling corresponding conceptual use cases
and user empowerment support features based on the
IVIS4BigData Reference Model.
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2 Relevant State of the Art

Into IVIS4BigData, the IVIS pipeline is segmented
in a series of data transformations. Furthermore,
due to the direct manipulative interaction between
different user stereotypes within the single process
stages and their adjustments and configurations of the
respective transformations by means of user-operated
controls, each segment in the IVIS4BigData pipeline
needs to support an interactive user empowerment,
i.e., system configuration workflow allowing to configure
the transformations and visualizations in the different
phases.

For this reason, the IVIS pipeline will be divided
into four consecutive process stages that empower end
users to define, configure, simulate, optimize, and
run each user empowered phase of the pipeline in
an interactive way. Arranged in the sequence of the
IVIS pipeline, each process stage contains all actions
of its interactive and user empowered transformation
configuration workflow between the two IVIS phases.
Starting from raw data on the left side (Figure 1), the
four consecutive IVIS4BigData process stages, where
each stage represents a certain IVIS4BigData transfor-
mation (Data Integration, Data Transformation, Visual
Mapping, and View Transformation), are defined the
following way:

� Data Collection, Management, and Curation: Har-
monization and Semantic Integration of individual,
distributed, and heterogeneous raw data sources
into a uniform schema (Data Integration from local
source schemata into a global integrated mediator
schema).

� Analytics: Distributed and cloud-based Big Data
analysis of the integrated raw data (Data Trans-
formation).

� Visualization: Definition and creation of a vi-
sualization based on the structured data (Visual
Mapping).

� Perception and Effectuation: Facilitation of the
interaction with appropriate views of the generated
visual structures to enable suitable interpretations
of the Big Data analysis results (View Transforma-
tion).

2.1 Architectural Concepts of End User Em-
powerment

For enabling end-users “to articulate incrementally
the task at hand” [14], “the information provided in re-
sponse to their problem-solving activities based on par-
tial specifications and constructions must assist users to

refine the definition of their problem” [14]. To realize
this interaction Figure 2 represents the different types
of interaction with functional arrows between the cross-
functional Knowledge-Based Support layer and the
corresponding layers above as introduced in Fischers
and Nakakojis [14] multifaceted architecture. This
means, user empowerment interactions and features as
illustrated in Figure 2, are utilized to derive a functional
conceptual use case framework for the resulting user
empowered configuration workflow use cases of the
different IVIS4BigData process stages.

Figure 2: Elements of a multifaceted architecture [14]

In this user empowerment architecture model, five
central elements (specification, construction, argumen-
tation base, catalog base, and semantics base) can be
identified, “that assist end users to refine the definition
of their problem in their problem-solving activities based
on partial specifications and constructions” [14].

Derived from an end users configuration perspective,
a domain independent problem solving, i.e., user inter-
face configuration process can be divided in three layers.
The Design Creation layer contains the construc-
tion and specification components that represent the
interactive part of this process utilizing the three static
components argumentation base, catalog base, and
semantics base within the lowest Domain Knowledge
layer. Moreover, the Feedback layer in the middle of
this architecture represents the interactive user actions
(critics, case-based reasoning, and simulation), that are
initiated during the specification or construction pro-
cess. In addition to this architectural illustration and
to emphasize the importance of the construction and
specification elements, Fischer and Nakakoji defined a
process based illustration of the whole design process,
that is outlined in Figure 3.

In this process, “starting with a vague design goal,
designers go back and forth between the components
in the environment” [14]. Thus, “a designer and
the system cooperatively evolve a specification and a
construction incrementally by utilizing the available
information in an argumentation component and a
catalog and feedback from a simulation component”
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Figure 3: Construction and specification of design in
multifaceted architecture [14]

[14]. As a result, a matching pair of specification and
construction is the outcome.

2.2 Architectural Modeling Approach

Based on the described user empowerment principles
and architectural features, a generic conceptual use case
framework is now defined. It covers all activities within
an IVIS4BigData process stage. As outlined in Figure
4, this framework will be the context for the design
of corresponding IVIS4BigData conceptual use cases
including user empowerment.

Figure 4: IVIS4BigData use case framework based on
IVIS4BigData and end user empowerment archi-
tectural tiers

From a vertical perspective, the conceptual user
empowerment use case framework consists of three
layers according to Fischer and Nakakoji [14]. Al-
though it contains all elements of their multifaceted
architecture, the layers differ from the constitutive
IVIS4BigData model that is to be extended with

user empowerment. Whereas the middle Domain
Knowledge layer accord to the original model, Fischer
and Nakakoji defined a separate layer especially for
feedback. Not in alignment to the original model,
this framework utilizes the Application layer, that
represents Fischer’s and Nakakoji’s Design Creation
layer, also for feedback and adaptation. Moreover,
to cover the new situation of distributed processing,
an additional Persistency layer is defined underneath
both layers.

In more detail, the Application layer, where all
design specification and construction functions of the
IVIS4BigData process stage workflow are located as
well as the functions to run predefined workflows, is
separated into three areas. Whereas the Seman-
tic Representation and Knowledge Management
area of this layer contains all activities to configure
the data, analysis, or visualization workflow models
depending on the IVIS4BigData process stage, the
central Integration and Analysis area includes all
functions to execute the resulting interactive workflow
of each stage. This central area also includes the
central transformation of each IVIS4BigData process
stage (Data Integration, Data Transformation, Visual
Mapping, or View Transformation) within the use
cases. Finally, the Visualization, Adaptation, and
Simulation area includes all activities to support the
construction and specification process. In combination
with the End User Stereotype and the Domain
Expert, where both of them interacting with the
activities within these three areas, the Workflow layer
represents the central element of this framework. In
this way, this central layer combines all Design Creation
and Feedback activities of Fischer’s and Nakakoji’s
Multifaceted Arch. in a more detailed and effective way.

The Domain Knowledge layer in the middle of this
framework contains all data, analysis, or visualization
catalogs and other types of domain knowledge that can
be utilized within the IVIS4BigData process stages. In
this way, this layer, based on its elements, will support
the activities of the central application layer with regard
to the respective IVIS4BigData transformation of each
process stage.

Finally, the Persistency layer contains the data
sources as well as the phases of the IVIS4BigData
pipeline and is responsible for the data persistence
during the interactive transformation between two
consecutive IVIS4BigData phases. As a result of the
ability to utilize distributed architectures and cloud
services for data storage as well as for data processing,
this layer emphasizes the importance to manage and
control the data during and after an IVIS4BigData
process stage.
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3 Modeling Conceptual End User
Empowering Use Cases

After deriving the IVIS4BigData process structure in-
cluding the description of their interactive configuration
workflow objectives between each two IVIS phases and
the definition of the interactive configuration use case
framework, the gap between the architectural and the
functional mapping of the process stages still exists.
To close this gap and to derive a set of conceptual
user empowerment use case for each IVIS4BigData
process stage, each process stage is considered from a
functional perspective. These conceptual configuration
use cases, that contain all configuration activities of
their respective process stage, serve as a base and a
functional system description for end users, domain
experts, as well as for software architects utilizing
IVIS4BigData.

3.1 Configuration of the Data Collection, Man-
agement, and Curation Phase

The first conceptual configuration use case in the
sequence of the IVIS-4BigData process stages, de-
scribes functions that can configure how to integrate
distributed and heterogeneous raw data sources into
an uniform raw data collection, by means of Semantic
Integration. Thus, as illustrated in Figure 5, several
functions are provided to facilitate the main config-
uration functionality of this use case and the first
IVIS4BigData transformation Data Integration.

Figure 5: Configuration support in IVIS4BigData use case
data collection, management, and curation

Starting from raw, already processed, or stored data
of previous IVIS4BigData process iterations, the con-
figuration functions of the application layer empower
end users to select individual data sources as well
as the semantic representation of the entire data of
the connected data sources to design, configure, and

finally create and manage integrated data sets as an
intermediate result and preliminary input for the next
consecutive use case in the next IVIS4BigData process
phase. Within the application layer, beginning with
the distributed and heterogeneous data sources, the
Data Schema Description, and the Data Model
Description within the Domain Knowledge Layer.

Whereas the Data Instance Description provides in-
formation about technical attributes (like e.g. data
type, data host address, data port, data source log-in
information, or supported communication protocol) for
the physical connection, the Data Schema Description
contains information about the data structure (like e.g.
table names, columns, or property lists) and the Data
Model Description contains information about data
content (like e.g. data model, representation, syntacti-
cal relationships, or constraints) for logical connections
of data sources. The Data Source Management function
is located at the lowest level within this use case to em-
phasize that there is no relation to raw data within the
data sources at this level of abstraction although this
function accesses information of the Domain Knowledge
Layer and provides it to the subsequent functions.
Based on this base functionality, hereafter the process
of the Data Integration is segmented in a technical and
a logical path.

From a technical perspective, the Wrapper Con-
figuration function, located at the Semantic Repre-
sentation and Knowledge Management area, provides
access to the data of data sources by exporting some
relevant information about their schema, data and
query processing capabilities. Moreover, the Mediator
Configuration function represents the second step of
the technical path of the data integration. In addition
to the functionality of the Mediator Configuration, the
defined mediator combines both paths to a resulting
logical path.

To “exploit encoded knowledge about certain sets or
subsets of data to create information for a higher
layer of applications” [22], and to store the data
provided by the wrappers in an unified view of all
available data with central data dictionary by the
utilization of Semantic Integration, the mediator relies
on the information of the logical function Semantic
Resource Configuration. It configures the data
sources from a semantic perspective with focus on
their logical content based on the available semantic
resources, which can be configured within the Se-
mantic Resource Management function. For the
management of the semantic resources, this function
relies on the Semantic Resource Description within
the Domain Knowledge Layer, providing information
(like e.g. full text information or other type of meta-
data) about the content of the connected raw data
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sources. Based on the unified views of all available
source data within the mediator, the Data Schema
Configuration and the Data Model Configuration
function consider the data from a target perspective.
Whereas the Data Schema Configuration function aim
of specifying the data structure and type, the Data
Model Configuration function focuses on the definition
of the data model from a content perspective of the
resulting integrated data.

Before focusing on the functions for the end
users, that are responsible for the execution of this
IVIS4BigData workflow, the Data Integration
Configuration and Simulation function at the
Visualization, Adaptation and Simulation area enables
domain experts as well as end users to configure and
simulate individual raw data integration workflows
as well as to store the workflows for the essential
data integration depending on the raw data sources
data and the data integration purpose. Based on the
functions with enhanced capabilities, where domain
experts are able to configure technical details of the
connected data sources as well as of their semantic
representation and the resulting data model within
IVIS4BigData, end users are empowered to select
and integrate the data of connected heterogeneous
and distributed raw data sources. With the function
Semantic Resource Selection end users are able to
select data sources with their semantic representation
of their respective data. Finally, the function Data
Integration, that represents the first transformation
of the IVIS4BigData pipeline, integrates the data by
utilizing the configured and stored data integration
workflows and provides the resulting integrated raw
data set to the the Integrated Raw Data Collection
process phase at the Persistency Layer.

3.2 Configuration of the Analytics Phase

The conceptual configuration use case for configuring
the Analytics phase of IVIS4BigData, that is illustrated
in Figure 6 and is located at the second position
in the sequence of the IVIS4BigData process stages
describes functions to end users as well as to domain
experts to facilitate the essential technical Big Data
Analysis. This main functionality represents the
second IVIS4BigData transformation and transforms
the integrated and unstructured raw data in analyzed
structured data.

Starting from the integrated raw data of the heteroge-
neous and distributed raw data sources, the functions
of the application layer empower end users to select
unstructured raw data sets, configure and simulate Big
Data analysis workflows, execute the configured work-
flows, and export the resulting analyzed and structured
data for the consecutive use case. Before focusing on

Figure 6: Configuring the conceptual IVIS4BigData use
case analytics

the functions for the end users, that are responsible
for the execution of this IVIS4BigData workflow, two
central configuration functions for domain experts are
considered within the application layer at first. Starting
with the Big Data Analysis Method Configu-
ration function at the Semantic Representation and
Knowledge Management area, that resorts to the Big
Data Analysis Method Catalog within the Domain
Knowledge layer, this function enables domain experts
to configure Big Data analysis algorithms for the uti-
lization in IVIS4BigData. Afterwards, these algorithms
can be selected by the Big Data Analysis Method
Selection function at the Visualization, Adaptation,
and Simulation area, relying on configured algorithms
within the Big Data Analysis Method Catalog. The
last function at the Visualization, Adaptation, and
Simulation area Big Data Analysis Method Work-
flow Configuration and Simulation enables domain
experts as well as end users to configure and simulate
individual Big Data analysis workflows as well as to
store the workflows for the essential analysis depending
on the source data and the analysis purpose.

Thus, after configuration and simulation of analysis
algorithms and methods, the end users are empowered
to perform their Big Data analysis with the aid of
three functions at the Integration and Analysis area.
First of all, the function Raw Data Selection en-
ables the selection of the integrated but unstructured
data of the heterogeneous and distributed raw data
sources. Afterwards, the main function Big Data
Analysis, that represents the second transformation of
the IVIS4BigData pipeline, utilizes the configured and
stored analysis workflows to transform the unstructured
data to structured data. Finally, the Data Export
function provides the resulting structured data to the
analyzed Structured Data process phase at the Per-
sistency Layer for the consecutive use case.
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3.3 Configuration of the Visualization Phase

The third conceptual configuration use case in the
sequence of the IVIS4BigData process stages describes
functions to transform analyzed and structured data
into visual structures. As illustrated in Figure 7, several
functions are provided to end users as well as to domain
experts to facilitate the main functionality of this
use case and the third IVIS4BigData transformation
Visualization.

Figure 7: Configuring the conceptual use case visualization
in IVIS4BigData

Starting from the structured and analyzed data of
the heterogeneous and distributed data sources, the
functions of the application Layer empower end users to
select structured data sets, configure and simulate Big
Data visualization workflows, execute the configured
workflows, and export the resulting visual structure
for the consecutive use case. Similar to the previ-
ous configuration use case supporting the Analytics
phase in IVIS4BigData, several central configuration
functions for domain experts are considered within the
Application layer.

Starting with the Visual Representation Con-
figuration function in the Semantic Representation
and Knowledge Management area, that resort to the
Visual Representation Catalog within the Domain
Knowledge layer, this function enables domain experts
to configure suitable visual representations (like e.g.
Word Cloud, Tree Map, Sunburst Chart, Choropleth
Map or Small Multiples) depending on the respective
data structure within the analyzed and structured data
process stage. Moreover, the Visualization Library
Configuration function based on using the Visual-
ization Library Catalog, enables domain experts
to configure visualization libraries (like e.g. D3.js,
Charts.js, Dygraphs, or Google Charts) for utilization
in IVIS4BigData.

Afterwards, visual representations as well as the visu-
alization libraries can be selected by the Visual Rep-
resentation Selection and Visualization Library
Selection functions at the Visualization, Adaptation
and Simulation area, by making use of configured
visual representations and visualization libraries within
the catalogs. The last function in the Visualiza-
tion, Adaptation and Simulation area is Visualization
Workflow Configuration and Simulation. This
function enables domain experts as well as end users
to configure and simulate individual Big Data visu-
alization workflows as well as to store the workflows
for the essential Big Data visualization depending on
analyzed and structured source data as well as on the
visualization and analysis purpose.

After the configuration and simulation of the vi-
sualization methods, the end users are empowered
to perform their Big Data visualization with the aid
of three functions in the Integration and Analysis
area. First, the function Structured Data Selec-
tion enables the selection of integrated and struc-
tured raw data in the heterogeneous and distributed
data sources. Afterwards, the main function Visu-
alization, that represents the third transformation
of the IVIS4BigData pipeline, utilizes configured and
stored visualization workflows to transform analyzed
and structured data to visual structures. Finally,
the Data Export function provides resulting visual
structures to the Visual Structure process phase at
the Persistency Layer for the consecutive use case.

3.4 Configuration of the Perception and Effec-
tuation Phase

The final use case Perception and Effectuation, which
is illustrated in Figure 8, is located at the fourth
position in the sequence of the IVIS4BigData process
stages. This use case describes functions for end
users as well as for domain experts to facilitate the
generation of suitable views. The main functionality
View Transformation, that represents the fourth
IVIS4BigData transformation, transforms the visual
structure into interactive views, whereby end users are
empowered to interact with analyzed and visualized
data of the heterogeneous and distributed raw data
sources for perceiving, managing, and interpreting Big
Data Analysis results to support insight.

Starting from integrated, analyzed and visualized
raw data of the heterogeneous and distributed data
sources, the configuration functions of the Application
Layer empower end users to select visualized data sets,
generate suitable views, and interact with visualized
data of the heterogeneous and distributed raw data
sources. As well as the previous configuration use
cases and before focusing on the functions for the
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Figure 8: Configuration of the conceptual use case percep-
tion and effectuation in IVIS4BigData

end users, that are responsible for the execution of
this IVIS4BigData workflow, one central configuration
function for domain experts is considered within the
Application layer at first. This IVIS Technique Con-
figuration function in the Semantic Representation
and Knowledge Management area, that uses the IVIS
Technique Catalog within the Domain Knowledge
layer, enables domain experts to configure visualization
technologies (like e.g. SVG, VRML, or X3D) for the
utilization in IVIS4BigData.

The View Configuration and Simulation func-
tion within the Visualization, Adaptation, and Simula-
tion area enables domain experts as well as end users
to configure and simulate individual and suitable views
as well as to store the views for the essential interaction
and perception of the visualized data depending on
the analysis purpose. Thus, after the configuration
and simulation of the visualization technology, end
users are empowered to perform their interaction and
perception with the aid of three functions within the
Integration and Analysis area. First, the function
Visualization Selection enables the selection of the
visual representation of the integrated and analyzed
heterogeneous and distributed data sources. Second,
the main function View Generation, that repre-
sents the fourth transformation of the IVIS4BigData
pipeline, utilizes the configured and stored views to
transform the visual structure to an interactive view.
Third, the Interaction function enables end users to
perceive, manage, and interpret Big Data Analysis
results to support insight.

Finally, with the aid of the Perception and Effec-
tuation function within the Semantic Representation
and Knowledge Management area, the emergent knowl-
edge process, which is symbolized by the outer loop of
IVIS4BigData, can be achieved by actively managing

the insights created by effectuating data and integrating
these effects into the knowledge base of the analysis
process [5].

4 Qualitative Alignment Evaluation,
Discussion, Conclusion and Outlook

As presented and described within this paper,
IVIS4BigData represents an adaptation of the original
IVIS Reference Model [9], in combination with
Kaufmann’s BDM Reference Model [16] to cover
the new conditions of the present situation with
distributed and heterogeneous data sources, cloud
computing technologies as well as modern advanced
visual user interface opportunities for perceiving,
managing, and interpreting Big Data analysis results
to support insight. Nevertheless, IVIS4BigData
aligns with other scientific reference models. This
alignment will be qualitatively evaluated and discussed
within this section from a horizontal perspective on
IVIS4BigData, with focus on the evolution from raw
data sources on the left side to the human perceiver on
the right side, that represents the maturity level of the
technical Big Data analysis. Moreover, the qualitative
evaluation regarding alignment with existing models
is also discussed from a vertical perspective on
IVIS4BigData, where multiple visually-interactive
user interface views enables a direct manipulative
interaction between end user stereotypes with single
process stages and the adjustments of the respective
IVIS4BigData transformations by user operated user
interface controls, that represents the incremental
evolution from data to wisdom between each process
stage.

4.1 Qualitative Alignment with Big Data Anal-
ysis Process Models

From an abstract and non technical perspective with
focus on Big Data analysis from distributed and het-
erogeneous raw data sources on the left side to human
perception on the right side, IVIS4BigData aligns with
Ackoff’s DIKW Hierarchy [1] and Bellinger et al.’s
processed-based illustration of this hierarchy [3]. Both
models, that describes the transformation process from
data to wisdom “as a content of the human mind”
[1, 20] instead from an information systems perspec-
tive, outline the evolution from data to wisdom as a
sequential process. Descending from wisdom, which
is located at the top of the DIKW Hierarchy, there
are understanding, knowledge, information, and, at the
bottom, data. “Each of these single categories include
the categories that fall below it, because there can be no
wisdom without understanding and no understanding
without knowledge” [1].
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The suggestions of both abstract models, “that mov-
ing from data to information requires understand-
ing relations, moving from information to knowl-
edge involves understanding patterns, and moving
from knowledge to wisdom involves understanding
principles” [20], align with the transformations of
IVIS4BigData, where each transformation (Data Inte-
gration , Data Transformation , Visual Mapping ,
and View Transformation) is configured, simulated,
and applied on a certain evolution level of the raw
source data within the consecutive IVIS4BigData pro-
cess phases. Moreover, due to the characteristic of
the IVIS4BigData Use Case Framework, where certain
domain experts, that represent the Data Analyst role,
support the end users in the process of specifying and
creating the interactive workflow of each IVIS4BigData
process stage, IVIS4BigData considered Rowley’s [20]
principles in a broader way.

The arrangement of this domain expert role within
the Use Case Framework illustrates their unique role
in the specification and creation process, by supporting
the end user with the specific domain knowledge (un-
derstanding relations, understanding patterns, and un-
derstanding principles) of the respective data transfor-
mation and their enhanced capability, enables end users
“to articulate incrementally the task at hand” [14]. By
concluding the first two IVIS4BigData transformations
(Data Integration and Data Transformation), because
the first transformation has only been added to cover
the new conditions of the present situation to integrate
distributed and heterogeneous data sources, Table 1
outlines how these three principles of the evolution
from data to wisdom within the DIKW process can be
assigned to the IVIS4BigData transformations.

Table 1: Assignment of DIKW principles to IVIS4BigData
transformations

DKIW
Hierarchy

Rowley’s
Theses

IVIS4BigData
Transformations

Data
→

Information

Understanding
Relations

Data Integration,
Data

Transformation

Information
→

Knowledge

Understanding
Patterns

Visual Mapping

Knowledge
→

Wisdom

Understanding
Principles

View
Transformation

Moreover, IVIS4BigData also aligns with North’s
DIKW-based Knowledge Staircase [19], that is
building up on both Ackoff’s DIKW Hierarchy, as
well as with Fayyad et al. Knowledge Discovery

Table 2: Assignment of KDD process phases to
IVIS4BigData transformations

KDD Process Phases IVIS4BigData
Transformations

Selection, Preprocessing Data Integration

Transformation Data Transformation

Data Mining Visual Mapping

Interpretation /
Evaluation

View Transformation

in Databases (KDD) Process [11]. Whereas the
Knowledge Staircase is separated in an operational
and a strategic Knowledge Management area, the
KDD Process focuses only on the operational part of
extracting useful information (knowledge) from data
[11].

The upper strategic Knowledge Management area
aligns to the Insight & Effectuation Layer of
IVIS4BigData where no process steps are currently
located because added value is rather generated from
knowledge, which is a ”function of a particular perspec-
tive“ [17] and will be generated within this layer by
combining the analysis results with existing knowledge
where end users “learn how to apply this knowledge and
convert it into skills and turning their skills in actions,
because only actions of persons deliver measurable re-
sults for an organization” [21].

In contrast to the upper part of the Knowledge
Staircase, their lower operational part as well as the
whole KDD Process align with the technical process
stages of IVIS4BigData, even if KDD focuses mainly
on Data Mining use cases that have mostly been used
by Statisticians or Business Analysts. Due to the char-
acteristics of IVIS4Big-Data, that aims to represent a
generic framework for supporting distributed Big Data
analysis applications to support emerging knowledge
generation in interdisciplinary research collaboration
as well as in cross-domain and cross-organizational
Business Intelligence and corresponding innovation sce-
narios, Table 2 describes how the certain process
steps of the KDD Process, can be assigned to the
data transformations of the introduced IVIS4BigData
Reference Model.

In this way, the aim of IVIS4BigData aligns with
the unifying goal of the KDD process, to extract high-
level knowledge from low-level data in the context of
large data sets, “which are typically to voluminous
to understand and digest easily” [11]. Even if the
KDD process focuses on Data Mining and relies heavily
on known techniques from machine learning, pattern
recognition, and statistics to find patterns from data
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[11], IVIS4BigData can represent a generic framework
where common Big Data frameworks can easily be
integrated and utilized in addition to those techniques.

4.2 Qualitative Alignment with Human-
Computer Interaction and Knowledge
Management Models

In addition to the influence of Fischer’s and
Nakakoji’s [14] multifaceted architecture and with
focus on the major adaptations of IVIS4BigData in
relation to the original IVIS Reference Model, where
multiple visually-interactive user interface Views
enable a direct manipulative interaction between end
user stereotypes with single process stages and the
adjustments of the respective transformations by
user-operated user interface controls to provide ”the
’right’ information, at the ’right’ time, in the ’right’
place, in the ’right’ way to the ’right’ person“ [13],
the design of the use case framework was strongly
influenced by Nonaka’s and Takeuchi’s SECI Model
of Knowledge Dimensions [17] as well as by the
HACE Theorem of Wu et al. [23].

From a global perspective, the SECI Model of Knowl-
edge Dimensions shows different modes of knowledge
conversion and the evolving spiral movement of knowl-
edge through the SECI process [18]. Thus, this
model stresses the importance of repeated conversion
of explicit knowledge to tacit knowledge and vice versa
to generate new knowledge, and highlights the mutual
complementary nature of tacit and explicit knowledge
[15]. Moreover, Nonaka and Takeuchi remark that “it
is important to note that the movement through the four
process stages of knowledge conversion forms a spiral,
not a circle” [17, 18].

Therefore, IVIS4BigData enables end users to inter-
act with the certain process stages instead of interacting
only with the results at the end of the Data Analysis
process. Furthermore, end users are able to move to any
process stage to view, configure, simulate, or execute
each data transformation repeatedly. This characteris-
tic of IVIS4BigData clarifies that not only interacting
with the final results of the whole IVIS process stages
represents a SECI circle, which is illustrated by the
circular iteration around the whole set of layers. It
clarifies that IVIS4BigData is not aiming at supporting
solely a one time process because the results can be used
as the input for a new process iteration. Moreover, as
outlined in Figure 9 and in addition to the global SECI
circle, each of those functional arrows of IVIS4BigData
between the cross-functional Knowledge-Based Support
layer and the corresponding layers above, represent
individual SECI circles as well.

In this illustration, that outlines the alignment of the
SECI Model of Knowledge Dimensions in relation to the

Figure 9: Integration of the SECI model of knowledge di-
mensions to the IVIS4BigData use case framework

Human-Computer Interaction of IVIS4BigData, SECI
circle will be described by means of the Perception
and Effectuation use case exemplarily. Starting with
the discussion between end user and domain expert
(Socialization), where both individuals try to convert
new tacit knowledge by sharing their experiences [17],
both end user or domain expert configure and simulate
(Externalization) individual and suitable views for
the essential interaction and perception of the visualized
data depending on the analysis purpose. With this
process, they externalized their tacit knowledge that
allows it to be shared by others and it becomes the
basis of new knowledge [17]. Afterwards, an end user is
either able to perform his analysis purpose with the aid
of the functions within the Integration and Analysis
area, or to perform the configuration and simulation
process once again.

In this example, new knowledge is generated dur-
ing interacting with the analysis results, that can be
converted into more complex and systematic sets of
explicit knowledge (Combination) [17]. Nevertheless,
the generation of new knowledge can occur at each
activity within an IVIS4BigData process stage, because
new knowledge can not be limited to a certain activity.
Finally, to complete the SECI circle, the end user
embodies the generated explicit knowledge into tacit
knowledge (Internalization) [17] before he is able to
start a new SECI process iteration.

Finally and in addition to the SECI Model of knowl-
edge Dimensions, the architecture design of the use case
framework is also influenced by (HACE Theorem)
of Wu et al. [23], which describes a multi-tier pro-
cessing framework to provide end users actions with
considerations on data accessing and computing (Tier
I), data isolation and domain knowledge (Tier II), and
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Big Data mining algorithms (Tier III) to overcome the
limitations of singe end users (blind men) to his local
region or the part of information he collects during the
Big Data analysis process (elephant in this scenario)
[23]. In this way and as outlined in Figure 10, each
interactive workflow that is described by the generic
use case framework which covers all of the activities
within an IVIS4BigData process stage, aligns with the
multi-tier HACE processing framework.

Figure 10: Integration of the HACE multi-tier processing
framework to the IVIS4BigData use case frame-
work

As outlined in this illustration, (Tier I) of the HACE
framework, that focuses on data access and arithmetic
computing procedures because Big Data is often stored
in different distributed locations and data volumes
may continuously grow [23], can be assigned to the
Persistency Layer , that contains the data sources
as well as the phases of the IVIS4BigData pipeline
and is responsible for the data persistence during
the interactive transformation between two consecutive
IVIS4BigData process stages. (Tier II), that centers
around semantics and domain knowledge for different
Big Data applications for the simple reason that such
information can provide additional benefits to the
mining process, can be assigned to the middle Domain
Knowledge Layer , that contains all data, analysis, or
visualization catalogs and other types of domain knowl-
edge that can be utilized within the IVIS4BigData
process stages as well as to the Semantic Rep-
resentation and Knowledge Management area
within the Application Layer where all activities to
configure the data, analysis, or visualization workflow
models, depending on the IVIS4BigData process stage,
are located. Finally, (Tier III) is represented by the
Visualization, Adaptation, and Simulation and
Integration and Analysis areas where all activities
to support the construction and specification process as
well as all functions to execute the resulting interactive
workflow of each stage are included.

4.3 Discussion and Conclusions

Summarizing the results of the IVIS4BigData design
process as well as the state of the art and technology
review, the characteristics of a variety of established
reference models for Big Data analysis and Knowledge
Management were considered within the whole design
process of the IVIS4BigData Reference Model. In this
way, IVIS4BigData considers and integrates a broad
range of beneficial standards and recommendations
within its horizontal and vertical perspectives, that
represent the technical Big Data analysis as well as
the direct manipulative interaction between end user
stereotypes with single process stages and the adjust-
ments of the respective IVIS4BigData transformations
by user-operated user interface controls to support
the horizontal evolution from data to wisdom between
each process stages. Therefore, IVIS4BigData can
represent a sustainable reference model for for dis-
tributed visual Big Data analysis to cover the new
conditions of the present situation with advanced visual
interface opportunities as well as context awareness for
perceiving, managing, and interpreting distributed Big
Data Analysis results to support insight, e.g., in Virtual
Research Environments, i.e., virtual labs to be used
in e-Science, industrial research, and corresponding
education and training in which the users of the system
become empowered co-designers to give domain workers
more independence from computer specialists.

4.4 Outlook and Future Activities

After presenting [5] and qualitatively evaluating [4]
the IVIS4BigData Reference Model in a road mapping
activity [6], where all of the experts agreed that “this
model can represent a framework for their research as
well as a generic framework for distributed Big Data
analysis applications to support Business Intelligence”
[4], this research presents a generic process structure
framework and use case scenarios to close the existing
gap between the architectural and the functional map-
ping of IVIS4BigData. Thus, this research empowers
end users to perceive, manage, and interpret Big
Data analysis results to support insight and emerging
knowledge generation, based on a functional system
description for end users, domain experts, as well as
for software architects.

However, what is still missing and can be consid-
ered as a remaining challenge for this research for
achieving an usable and sustainable implementation of
IVIS4BigData and its functional system description, is
the design of a conceptual Service-Oriented Archi-
tecture (SOA) that must ensure easy operability as
well as a certain flexibility for special accommodations
by their customers. Moreover, after designing the
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architecture and to evaluate the generic process struc-
ture framework and use case scenarios, the integration
of certain presented Advanced Big Data Applications
of the road mapping activity in 2016 [6] as bookable
service modules within this framework is intended.
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Abstract 

 
This work focuses on a deep learning approach to hedonic 

pricing theory.  Deep learning is a branch of machine learning 
that uses high level abstraction to improve the predictive 
capability of a neural network.  The hedonic pricing is an 
econometric concept that suggests that the price of a 
differentiated commodity is a function of the implicit prices of 
its composite attributes.  We developed a hedonic pricing 
predictive algorithm.  Model generalizability improvement was 
attained using L1 and L2 regularizations.  Performance 
evaluation was based on r-squared and mean squared errors.  
Deep learning algorithm improved the r-squared value of 
prediction by 27% as compared to the ridge regression.  Our 
experiment shows that while deep learning may be preferred in 
predicting the price of a differentiated commodity like a real 
estate property, ridge regression is more suitable in explaining 
the concept of hedonics based on the set of implicit prices of its 
characteristic features.  An improved housing evaluation 
mechanism provides a more consistent and reliable evaluation.  

Key Words:  Deep learning, neural network, regularization, 
LASSO, ridge regression, hedonic pricing model, housing 
prices prediction, hedonic pricing theory. 

 
1 Introduction 

 
For the most part of the last decade, the housing market was 

at its bubbling phase in the United States.  During the bubble, 
would be mortgagors (qualified and unqualified) were willing 
to take a leap of faith to finance houses.  Mortgage lenders 
found themselves biting off more than they could chew.  The 
volatility of the housing market erupted into an unprecedented 
rate of foreclosure in the United States.  Reuben and Lei in an 
article in Lincoln Institute of Land Policy pointed out that in 
nearly fifty years, some local government witnessed a drop of 
15 percent in revenue.  For example, in Arizona State, by 2009 
as its housing prices tumbled by 20 percent, its per capital 
income dropped by 23.5 percent. During this period, Texas saw  
____________________ 
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a decline of 17 percent in its revenue [27].  The pattern was the 
same in all the fifty states.  

Addressing the international conference on Housing Markets, 
Financial Stability and the Economy in 2014, Mr. Min Zhu, 
Deputy Managing Director, International Monetary Fund 
(IMF) remarked that detecting an over-valuation in real estate 
market should be the concern of the global economic 
community [11].  The present housing valuation methodology 
has been blamed as one of the main reasons why the housing 
market collapsed.  The methodology is based on a sales 
comparison approach.  A sales comparable method is a manual 
method of house appraisal used to estimate the value of 
residential houses in the United States and some other 
countries.  

During mortgage loan origination, banks hire certified real 
estate appraisers to provide professional advice and estimate the 
market value of a subject property.  This is a necessary step for 
the following reasons; (i) protect banks from giving a mortgage 
that is more than the market value of a property, (ii) prevent 
sellers from taking advantage of ignorant buyers, (iii) reduce 
fraud etc.  The appraiser contacts the homeowner, goes to the 
site, takes pictures and obtains other relevant information of the 
property.  He returns to his office or home and manually 
calculates the estimated market value of the subject property.  
The opinion of the appraiser is based on the average price of at 
least three (occasionally banks requests for more) recently sold 
properties.  Comparable properties are required to have similar 
characteristic features as the subject property.  In addition, 
comparable properties should be in the same submarket with 
the subject property.  However, adjustments are made if there 
are differences in features or submarkets.  

Just like every manual system, the major setback with the 
manual value estimation approach is that, it is open to price 
manipulation and circumvention.  Sales comparison approach 
is based on the economic principle of commodity substitution.  
Supposing we have two properties X and Y that have the same 
features (geographical, structural etc.) in all aspects.  In an 
arm’s length transaction, the principle of commodity 
substitution assumes that; a customer will not purchase X more 
that the market value of Y since the utility of both properties are 
the same.  However, if there is a slight difference between the 
two, a price difference commensurate with the variation of the 
features will be added or subtracted.  This is known as price 
adjustment in the real estate world.  For instance, supposing 
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property X does not have a basement while property Y has a 
basement.  To balance the sales, an adjustment will be made in 
the price of X to compensate Y for the basement.  

Obviously, a large error in one or more of the three 
comparable properties of a sales comparison methodology will 
have a significant effect on the predicted value of the subject 
property.  For example, assuming properties A, B, C and D are 
in the same real estate submarket.  Supposing A, B, and C are 
recently sold properties with the same feature as the subject 
property D.  Using the sales comparison approach, the market 
value of D is the average price of A, B, and C, assuming other 
factors remain the same. Obviously, manipulating either A, B 
or C, will affect the estimated market value of D.  Now, if the 
system generates a wrong value of D, during another sale, D 
will be used as a comparative property.  Thus, the error will 
have an uncontrollable snowballing, far-reaching and 
unpredictable consequential effect on the entire submarket.  
This is one of the challenges of a sales comparison approach. 

We hereby propose a learning algorithmic mechanism of the 
hedonic pricing theory.  Considering the devastating impact of 
the housing crisis of the last decade and its consequential 
damage to the economy, an automated house pricing system is 
a necessity in the United States.  The reverberated effect of the 
housing crisis demonstrated that the economies of the United 
States and most developed nations are intrinsically linked to the 
housing market.  The proposed scheme is superior to a sales 
comparison approach. 

Unlike the present sales comparison approach, in the 
proposed scheme, an error on one property will have a 
negligible effect on the appraised value of a subject property.  
The learning algorithm uses thousands of properties to 
determine the price of a property, (Present appraisal method 
uses three properties).  Also, our approach eliminates the 
manual feature adjustment methodology of the sales 
comparison approach, (Manual adjustment is easily prone to 
human error, manipulation and circumvention). 

Furthermore, an automated system will make it more 
practicable for mortgage underwriters to verify the price of a 
property, thereby reducing fraud.  Real estate appraisers on 
their part will have a more reliable and efficient instrument to 
estimate the values of properties.  Enhanced property 
evaluation mechanism will also improve smooth economic 
transactions in the housing market, thus providing a stable 
market.  Real estate agents, property appraisers and other 
professionals in the housing market will find it easier to give 
professional advice to the public.  An automated value 
estimation system also provides tools for local governments 
that depend on property taxes to finance their budgets.  In 
general, housing is an economic commodity. 

We will discuss related works in the next section. Section 3 
will be about the experiment, while result and analysis will be 
in Sections 4 and 5, respectively.  We will conclude the paper 
in Section 6. 

 
 
 
 

2 Literature Review 
 
2.1 Related Work.   

 
The econometric concept of hedonic pricing theory has been 

applied to different areas of economic transaction in estimating 
the prices of varieties of differentiated commodities.  
Mitropoulou, et al.; proposed the use of hedonic pricing index 
to estimate the price of an Infrastructure as a Service (IaaS) 
model [22].  Using self-assessed value land data Joshi, et al; 
proposed the use of hedonic pricing method in quantifying the 
accessibility to agricultural lands in Nepal based on its 
economic value [13].  Hedonic pricing has been proposed for 
estimating the price of cod in Northeast US.  The researchers 
argued that hedonic pricing is superior to the existing pricing 
methodology [17].  

Using the hedonic theory, Famuyiwa and Kayode, 
investigated the relationship between pricing and rents.  The 
study used linear, linear - log, and log – log functional forms. 
Performance evaluation was based on R-Squared, Adjusted R-
Squared, Akaike information and Schwarz criteria.  
Experimental results showed that log– log functional form had 
the best performance [6]. 

Hedonic pricing has been used to estimate the price per acre 
of Wyoming agricultural parcels.  The study showed that scenic 
view, elk habitat, sport fishery productivity and distance to 
town are the most important statistical features of amenities.  
The outcome of the experiment suggests that hedonic pricing is 
suitable in measuring the values of amenities.  Datasets were 
obtained from the Geography Information System (GIS) [3].  
John et al; proposed a multimarket hedonic model.  The 
proposed methodology was based on interregional studies of 
wages, price of houses and the location of amenities.  The 
experiment showed that amenities have a significant effect on 
housing and wages. Datasets were obtained from 1980 census 
[10].  Using datasets of houses in Christchurch, New Zealand, 
a researcher compared the performance of neural network 
predicting capability with the traditional hedonic regression 
[19].  In our previous work, we developed a multiple listing 
system with predictive capability using MVC architecture and 
linear regression [23].  

 
2.2 Theoretical Background 
 

2.2.1 Hedonic Pricing Theory.  Rosen (1974) postulated the 
hedonic pricing theory in a seminar paper.  According to Rosen, 
the market value of a differentiated commodity is a function of 
its composite characteristic features.  By implication, the theory 
suggests that if we can decompose a differentiated commodity 
to its composite characteristic features, we can estimate its 
market value.  The theory further argues that the utility a 
consumer derives from the consumption of a differentiated 
commodity is based on its characteristic features.  Utility is the  
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satisfaction derived from the purchase of a commodity.  Each 
differentiated commodity has a set of implicit prices with 
respect to its characteristic features.  Thus, the set of implicit 
prices of each differentiated commodity has a direct 
relationship with its utility or hedonics [26].  

Hedonikos, is a Greek word for pleasure.  Therefore, 
hedonics-pricing theory shows the relationship between the 
price of a differentiated commodity and its utility or pleasure.  
This implies that a consumer pays for the pleasure or utility they 
derive from the purchase of a commodity through its 
characteristic features.  Houses, laptops, cars etc. are examples 
of differentiated commodities.  In an arm’s length transaction, 
if an able and willing consumer decides to purchase a property 
that has a swimming pool instead of the one without a 
swimming pool, then he is paying an additional cost for the 
pleasure he will derive from a swimming pool.  In a 
mathematical world, a partial differentiation of the price of the 
property in reference to the swimming pool is the additional 
cost a buyer incurs for purchasing a house with a swimming 
pool. 

Mathematically;  
 

 𝜕𝜕𝜕𝜕
𝜕𝜕𝑥𝑥𝑘𝑘

(𝑥𝑥) = 𝜕𝜕𝜕𝜕
𝜕𝜕𝑥𝑥𝑘𝑘

(𝑥𝑥)  (1) 
 
The implicit price as demonstrated in equation (1) is the unit 

increase in y because of the addition of attribute xk (swimming 
pool).  While Rosen did not specify the actual functional form 
of the hedonic pricing theory, however, assuming 𝑦𝑦 is the value 
of a differentiated commodity, f an unknown function, x 
characteristic feature and ∈ the stochastic error, 
mathematically;  

 
 𝑦𝑦=f(𝑥𝑥) + ∈     (2) 

 
2.2.2 Deep Learning.  Deep learning is an emerging field of 

machine learning research built on the success of an artificial 
neural network.  Artificial neural network was designed to 
overcome the hyperplane requirement debacle of the perceptron 
learning algorithm.  An artificial neural network is a collection 
of artificial neurons and nodes built after the functioning system 
of the brain.  Just like the brain, artificial neural networks 
consist of an interrelated network of neurons [9].  A neural 
network comprises of input, hidden and output layers.  The 
input layer is connected to the data source, which processes the 
information and sends the output to the hidden layers.  The 
hidden layer sends its output to the input of the output layer.  
Depending on the application, a neural network can produce a 
regression or classification output.  The weighted links between 
the neurons are approximate values, which can be adjusted 
based on the input and expected output.  A neural network can 
be a feedforward of feedback.  A feedforward is an acyclic 
graph while the feedback is cyclic.  A cyclic feedback graph 
provides a part for a signal to travel in both direction.  Thus, 
network learning is dynamic.  However, as computation 
becomes more complex and costly with large datasets, an 
artificial neural network becomes less efficient.  Deep neural 
network is a stack of layers of neural network.  Just like the 

neural network, the input layer receives the raw data, processes 
it and an output is fed as input into the next layer.  The receiving 
layer learns an abstract from the output of the previous layer.  
The chain continues until the final output. 

 
2.2.3 Over-Fitting.  One of the challenges faced in predictive 

modeling is over-fitting.  Over-fitting is a phenomenon 
whereby, trained predictive models perform very well in 
training datasets, however, their performances decline when 
applied to the testing dataset, holdout dataset or future real 
dataset.  Thus, the testing mean-square error (MSE) is greater 
than the training MSE; a typical case of diminishing return.  
This implies poor generalizability performance of the 
hypothesis [1].  The selected hypothesis has a lower in-sample-
error but a higher out-of-sample-error.  For the most part, the 
performance of a learning algorithm improves as the size of the 
dimension increases at the training stage, however, high 
dimensions do not always guarantee high performance.  This 
situation is known as the curse of dimensionality in most 
literature.  

 Several reasons are responsible for over-fitting and its 
subsequent decline in the performance of a learning algorithm.  
One major concern is the presence of noise in the training 
dataset.  Noise can be deterministic or stochastic.  Deterministic 
noise is a function of the complexity of the target function.  
Stochastic noise is a random noise in the dataset.  While the 
deterministic noise of the same model is constant if the same 
data {x, y} is generated several times, however, the stochastic 
noise varies.  On the other hand, two different models learning 
from the same data {x, y} will have different deterministic 
noise.  The learning algorithm in addition to learning from the 
predictive variable of the training dataset also learns the 
characteristic of its unique noise [16].  Learning algorithms 
always train on what it is given to train, thus coefficient estimate 
is awarded to the noisy variables during training.  

Another reason for overfitting may be a relatively large size 
of the characteristic features p.  This problem escalates when 
there are enormous numbers of categorical variables.  
Categorical variables in the dataset include; County, 
Advertising, City names, Style, Cooling type, Parking, Pool and 
Subdivision.  The presence of these large numbers of 
categorical variables posed a major challenge to our 
computation.  For example, the dataset comprises of 4,555 
subdivisions in the 31 counties comprising of 430 cities. In the 
real estate world, subdivisions are geographical submarkets.  
Submarkets reflect the spatial homogeneity of the housing 
market.  Real estate professionals divide each county of every 
state to several submarkets to ease the burden of computation.  
Using a sales comparison approach, during house valuation, 
appraisers assign a subject property to its closest submarket.  
All categorical variables were converted to numeric variables 
using dummy variables.  An n level categorical variable 
requires n -1 dummy variables; the base line is considered the 
first level.  This has a significant impact on the dimensionality 
of the dataset.  Thus, for a reliable test MSE, the dataset needs 
some regularization.  
 

2.2.4 Regularization.  Researchers have come up with 
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different methodologies of dealing with over-fitting.  One of the 
most popular approaches is the use of subset selection in a 
linear model.  Subset selection may be in the form of best subset 
selection or stepwise subset selection (forward or backward).  
While this approach is good, however, it turns out that as the 
size of the explanatory variables increases, it becomes 
computationally costly and inefficient.  Dropout and batch 
normalization are other forms of improving the generalizability 
of a deep neural network.  

In a dropout regularization, during training, probabilistic 
approach is used to ‘drop’ some nodes and its connections.  A 
small drop out value is more effective than a large value; a large 
value of dropout may be a result in under-fitting.  Fanyu [4] 
proposed a dropout approach for clustering heterogeneous 
objects in a deep learning cyber security research.  The 
experiment showed that a dropout generalizability approach 
achieved a better result in clustering heterogeneous data.  Ishan 
et. al., [14] applied dropout approach to reduce the effect of 
noise in the CIFAR-10 and MNIST datasets.  The researchers 
claimed that the proposed approach improved the 
generalizability of the dataset.  

Batch normalization as the name suggest, achieves 
generalizability using normalization approach.  It normalizes 
the activation of previous layers at every batch.  Mean and 
standard deviation of the activation are kept at zero and 1 
respectively.  Lionel et. al. [25] argued that a combination of 
batch normalization with exponential linear units improved the 
performance of a gesture and sign language predictive models.  
The experiment was based on datasets from the Corpus NGT, 
Corpus VGT and LAP RGB-D .  Rui et. al., [28] applied batch 
normalization approach to improve the performance of a CNN 
blurred image classifier. 

Shrinking the coefficient to zero or constrained is another 
alternative choice of model generalizability.  This is achieved 
by adding a shrinkage penalty to the residual sum of squares 
error.  Regularization improves the performance of a model by 
optimizing its bias-variance tradeoff.  It is also very 
computationally efficient when compared to the best subset 
selection.  Furthermore, it eliminates multi-collinearity of 
explanatory variables [18].  L1 and L2 norms are the most 
popular regularization techniques.  Babajide, et. al., [2] 
proposed a L1 and L2 regularizations approach for improving 
the predictive accuracy of the MNIST, NORD and Reuters texts 
classifiers.  In another study on improving the sales predicted 
model for a point-of-sale algorithm, Yuta and Katsutoshi [15] 
proposed a L1 deep learning regularization approach.  The 
authors claimed that the model had an 86% forecasting 
accuracy.  The experiment demonstrated a superior 
performance of a L1 deep learning approach as compared to a 
logistic regression.  

 
i. L1 Regularization 

 
Shrinking some small weighted predictors to zero is the main 

idea behind the L1 regularization.  As explained, some features 
constitute noise, which increases both the complexity and over-
fitting of the model.  Using L1 regularization, the sum of the 
absolute weight is multiplied by a hyper-parameter known as 

lambda and added to the residual sum of squares error (RSS) 
[12].  One of the basic applications of this concept is the Least 
Absolute Shrinkage and Selection Operator (LASSO). 

For a response variable y with characteristic features x, a total 
number of characteristic features p and coefficient estimate 𝛽𝛽, 
the residual sum of square error (RSS) of the predictive model 
can be mathematically represented as; 

 
 RSS = ∑ (𝑦𝑦𝑖𝑖𝑛𝑛

𝑖𝑖=1 −  𝛽𝛽0 −  ∑ 𝛽𝛽𝑗𝑗𝑥𝑥𝑖𝑖𝑗𝑗  )2   𝑝𝑝
𝑗𝑗=1  (3) 

 
In a regression modeling, optimization is attained by keeping 

the value of RSS as low as possible during testing.  However, 
LASSO goes a step further by imposing a penalty of L1 norm. 

Mathematically, LASSO is represented as;    
 

 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 =  𝑅𝑅𝐿𝐿𝐿𝐿 +   𝜆𝜆∑ | 𝛽𝛽𝐾𝐾
𝑝𝑝
𝐾𝐾=1  |    (4) 

 
Where RSS,  𝛽𝛽𝑘𝑘, p is the residual sum of square, coefficient 

values and number of predictors respectively.  The  𝑙𝑙1 norm of 
the vectorized coefficient 𝛽𝛽𝑘𝑘 of lasso is given as; 

 
   ||𝛽𝛽||1   =   ∑ |𝛽𝛽𝑘𝑘 | .  (5) 
 
In a neural network, with an objective function F(𝛽𝛽,𝑋𝑋,𝑌𝑌), an 

L1 regularizes the model by adding a  𝜆𝜆||𝑤𝑤||1 to the function, 
where w is the weight.  The L1 regularized function imposes a 
constant penalty on all weights regardless of magnitude.  This 
explains why smaller weights are eliminated in an L1 
regularization. 

 
ii. L2 Regularization 

 
While L1 regularization shrinks some variables to zero, L2 

regularization shrinks them towards zero but retains all the 
variables.  L2 regularizes by multiplying a hyper-parameter 
known as lambda penalty to the squared weight of the 
coefficients.  The result is added to the residual sum of squares 
error.  Large weights (positive or negative) are more penalized 
than smaller weights.  This is referred to as ridge regression in 
linear regression and weight decay in neural network [29].  

Mathematically, ridge is represented as;  
 
  𝑅𝑅𝐿𝐿𝐿𝐿 +   𝜆𝜆 ∑ 𝛽𝛽𝑘𝑘2𝑛𝑛

𝑘𝑘=1      (6) 
 
Where RSS,  𝛽𝛽𝑘𝑘, k is the residual sum of square, coefficient 

values and number of predictors respectively.  The  𝑙𝑙2 norm of 
the vectorized coefficient 𝛽𝛽𝑘𝑘 of an L2 is given as  

 
||𝛽𝛽||2  = �∑ 𝛽𝛽𝑘𝑘2𝑛𝑛

𝑘𝑘      (7) 
 

3 Experiment 
 
Applying the hedonic econometric tool of pricing, the price 

Y of a real estate property at the market equilibrium, is a 
function of its composite attributes X. We experimented this 
concept by regressing the price Y of a house H over its 
characteristic features X.  Thus, using equation 2, of the 
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hedonic pricing theory as shown above, we develop a house-
predictive algorithm.  

 
3.1 Data Exploratory  

 
3.1.1 Datasets.  Ten thousand two hundred and twenty-six 

datasets of houses listed and sold in Maryland, Washington DC, 
Philadelphia and some parts of Delaware were considered for 
the experiment.  Datasets were single family properties 
extracted from the Multiple Listing Services (MLS) [21].  Only 
arm’s length transactions and sold houses were considered.  The 
MLS is the repository of properties listed and sold by real estate 
agents in a metropolitan area.  It is a medium where buyers and 
sellers meet through their agents.  Status of properties changes 
from active to sold after the consummation of transactions.  
Sold properties must have passed house appraisal and 
inspection tests.  Majority of the transactions on the MLS 
required financing.  We assume that datasets obtained from the 
MLS are accurate, reliable and complete. Properties considered 
had a minimum price of $7,000.00 and maximum price of 
$9,100,000.00 with a mean value of $397,311.00 and a median 
value of $308,500.00. 

 
3.2 Learning Algorithm 

 
The general function of the hedonic theory was 

mathematically expressed in equation 2.  In our previous 
experiment, we investigated the functional form using both 
linear and nonlinear learning algorithms.  Our experiment 
showed that both models are competitive [24].  In this study, 
using hedonic price definition, we trained two other learning 
algorithms, namely; deep neural network and ridge regression.  
Dataset was pre-processed to make it suitable for the predictive 
model.  Figure 1 shows the architectural design predictive 
algorithm.  

 

 
 

Figure 1:  The predictive model 
 
A 10-fold cross validation approach was used to train and test 

the ridge regression, while a 70:30 split validation approach 
was used to train and test the deep neural network. 

 
3.2.1 Deep Neural Network Predictive Model.  Deep 

learning algorithm was split-validated into 70:30 ratio for  
 

training and testing respectively.  Performance was measured 
using mean squared error (MSE) and r-squared.  The deep 
learning algorithm was a multi-layer feed forward artificial 
neural network.  It was back propagated using a stochastic 
gradient.  Rectifier form was used as the activation function.  
Unlike tanh and sigmoid activation functions, rectifier 
overcomes the gradient vanishing debacle.  To improve the 
predictability of the model, we use L1 as the regularization 
hyper-parameters.  The algorithm was run on a H2O cluster.  

Other types of deep neural network (DNN) include 
convolutional neural network (CNN) and recurrent neural 
networks (RNN) which are more suitable for image and 
sequential data respectively.  H2O deep learning is our 
preferred choice because our goal is to regress transactional 
(tabular) dataset.  

Luiz, et al. [20] developed a H2O based deep learning 
predictive model to predict the college attrition rate in Brazil.  
According to the study, the model had a 71.1% accuracy.  Using 
H2O deep learning, Silvio, et al., [5] studied the federal 
expenditures of the Department of Research and Strategic 
Information (DIE) of Brazil.  The researchers developed a H2O 
deep learning predictive model to prioritize actions based on 
expenditures.  Performance outcome was based on a mean 
square error (MSE) with a value of 0.0012775.  Some progress 
has been made in using H2O as an efficient tool for analyzing 
big data, however findings have shown that the assumption 
does not hold in all cases.  For instance, Katarina [8] experiment 
on predictive modeling of energy datasets shows that local 
learning with support vector regression (SVR) output performs 
regular support vector regression and H2O deep learning. 
Performance evaluation was based on prediction accuracy and 
computation time. 

H2O deep learning is a feed forward multiple layer neural 
network based on stochastic gradient descent and back 
propagation. The architecture comprises of input layer, multiple 
hidden layers and output layer neural networks.  Depending on 
the application, the hidden layer can be in large or small 
numbers.  Using R as the analytical tool, datasets are imported 
into H2O distributed frame using H2O.  ImportFile() function. 
HTTP REST API carries the path arguments to the H2O 
instances.  Tasks are shared among the peer nodes.  Datasets are 
passed into the clusters as chunks.  The design is a typical 
distributed key-value store architecture.  Figure 2 shows the 
architectural design of the deep learning.  

As shown in the figure, pre-processed datasets are passed into 
input node of the deep neural network of the H2O.  Datasets 
were split for training and evaluation.  Some parameters which 
need to be set before training begins are known are hyper-
perimeters.  This includes; the activation type, the number of 
epochs, number of hidden layers, if variable importance is 
necessary and how to deal with missing values.  In this category 
is the regularization method and value, loss function and how 
to evaluate the performance of the model.  We used different 
values of epoch to observe the accuracy of the model.  Epoch 
values include 1, 5, 10, 15 and 20. Performance evaluation was 
done for each epoch value. 
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Figure 2.:  Deep learning architecture 
 
3.3.1 Ridge Regression.  We also trained a ridge regression 

also using the same dataset and the cross-validation approach.  
Suppose Y, X, β and ϵ are the response, explanatory, coefficient 
estimate and stochastic errors respectively.  In an OLS, all 
things being equal, the relationship between the three 
parameters can be expressed as; 

 
 𝑌𝑌 =  𝛽𝛽0 +  𝛽𝛽1𝑋𝑋1 + ⋯+ 𝛽𝛽𝑃𝑃𝑋𝑋𝑃𝑃 +  𝜖𝜖  (8) 

 
Equation 8 shows a multiple linear regression equation with 

p explanatory variables.  In a traditional statistical term, we say 
that the null hypothesis of the equation suggests that there is no 
relationship between explanatory variables X and response 
variable Y.  While the alternative hypothesis assumes the 
opposite; there is a relationship between X and Y.  Using a 
statistical approach, we can determine whether there is 
sufficient evidence to show that the estimated value of the 
coefficients 𝛽𝛽  are far from zero.  This can be determined using 
the t-statistic test.  T- Statistics uses a probability value (p-
value) to determine whether to reject or fail to reject the null 
hypothesis.  Most statistical experiments have been based on 
0.05.  A threshold of 0.05 implies that any variable with a p 
value less than 0.05 has a significant effect on the response 
variable Y; meaning that the relationship is not due to random 
chance.  However, if the p-value is more than the threshold, then 
it is assumed that we do not have sufficient evidence to show 
that associations exist or do not exist between the two variables.  
The error term 𝜖𝜖  in equation 8 suggests that there may not be a 
perfect estimate of the value of parameters 𝛽𝛽.  Experimental 
outcome of the estimated value of the accuracy of the of 
coefficient value 𝛽𝛽 can be measured using the residual sum of 
square error (RSE).  RSE shows the strength of the accuracy of 
the modeling parameters.  In other words, it reflects the fitness 
of the model showing how the response variable is far from the 
true regression line.  

Ridge regression is an ordinary least square (OLS) based on 
L2 regularization.  As explained, L2 norm applies penalty to 
each explanatory variable included in the training set.  While 
ridge regression has the capability of shrinking the values of 
each parameters towards zero, it does not shrink it to zero.  
Thus, it keeps the interpretability advantage of a linear 
regression while improving the fitness of the model.  Te, et al. 
[30] argued that despite Fuzzy Neural Networks (FNNs) 
predictive capability its major setback has been its inability to 
cope with noisy variables.  To overcome this challenge the 
authors proposed a ridge regression Extreme Learning Fuzzy 
System (RR-EL-FS).  The outcome of the experiment shows 
that there is an improved performance of RR-EL-FS when 
compared with FNN.  In order to solve the problem of zigzags 
when tracking facila landmarks in a video, Zhenye, et al. [7] 
proposed an improved convolutional neural network (CNN) 
model using ridge regression.  The authors claimed that ridge 
regression transforms adjacent error into bias errors, proposed 
model showed an improvement with a 300-VW dataset.  The 
algorithm was run using a mobile device (iPhone 5s) at 150 Fps.  

As suggested by hedonic pricing theory, price was set as the 
response variable while other parameters were set as the 
predictive variables.  Figure 3 shows the schema of a ridge 
regression.  As shown in the diagram, a ridge regression is an 
ordinary least square (OLS) regression with the residual sum of 
squares (RSS) regularized using the L2 norm.  

 

 
 

Figure 3:  Ridge regression architecture 
 
Normalization, removal of extraneous and outlier data was 

done at the preprocessing stage.  Regularization was necessary 
in the computation because of the large number of categorical 
variables.  

 
4 Result 

 
4.1 Deep Learning Result 

 
We computed the r-squared for each epoch of the deep 

learning algorithm.  R-squared is a measure of the fitness of the 
model.  Figures 4 and 5 shows the results of the experiment 
using r-squared and MSE vs epoch respectively. 

A high r- squared suggests that the model fits very well, while 
a low r-squared suggest that the fitness of the model is very 
poor.  An r-squared takes value between zero and positive one.   
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Figure 4:  R-squared per epoch.  Model has highest r-squared 
value of 0.99 at the 20th epoch 

 
Exact zero or one r-squared values are rare in experiment.  
Using the r -squared result, Figure 1 shows that the model has 
the best and worst performances when the epoch of the learning 
algorithm was at 20 and 1 respectively.  At this point, the results 
suggest a 0.99011 and 0.6451 r –squared value respectively. 
 

 
 

Figure 5:  MSE vs Epoch.  The mean squared error (MSE) per 
epoch circle 

 
We also computed the mean squared error (MSE) per epoch 

circle.  A MSE measures the average deviation of the predicted 
value from the expected outcome.  A large value of MSE shows 
that the predicted value is very far from the expected value, 
while a low MSE suggests a good performance.  Our result 
suggests that at the 20th epoch the MSE was at 1.56863168E9. 
This is the best performance epoch which is in line with the 
result of the r-squared.  

 
4.2 Ridge Regression Result 
 

We also measured the result of the ridge regression using r-
squared and mean squared error.  The result is shown in Figure 
6.  

The left-hand side of the y-axis shows the coefficient 
estimates of the variables.  23 variables are represented with 
their corresponding serial numbers at the left tip of the chart.  
Numbering and variables names are explained using the key 
below.  The lower part of the x-axis shows the log lambda value, 
while the upper side shows the total number of variables (23).  
For each lambda value, 23 variables are considered. 

 
Key 
1. County, 2. Advertising, 3. AgeRestricted Housing, 4. 

BathsHalf, 5. BathsFull, 6. Basement, 7. Beds, 8. CityName,  

9. DaysOnMarket 10. DomProperty, 11. Stories, 13. Style, 14. 
PostalCode, 15. Longitude, 16. Latitude, 17. YearBuilt, 18. 
ListingArea, 19. Cooling, 20. LotAreaAcre, 21. Parking, 22. 
Pool, 23 Subdivision  

 

 
 

Figure 6:  Ridge coefficient vs Log Lambda 
 
The ridge regression showed an r-squared of 0.779, while the 

mean squared error was at 3.4522165816E+10.  We plotted the 
ridge coefficient against the log lambda of the tuning parameter.  
Figure 3 shows that all the twenty-three explanatory parameters 
were considered in the model.  Each curve is an estimate of the 
coefficient values of each of the twenty-three variables.  The 
green line represents variable 22 which is the swimming pool.  
Variables 1 and 4 represents county and half baths respectively.  
When the value of lambda becomes zero, model coefficients 
become typical values of ordinary least square regression.  On 
the other hand, when the value of lambda becomes extremely 
large, at this point, all the coefficients of the ridge regression 
become essentially zero, this is the null model stage 

The graph suggests that variables 22, 6, 23 and 5 have the 
highest weight or influence on the value of a house respectively.  
Houses with swimming pools may be the most expensive in the 
counties considered for the study.  Thus, in an arm’s length 
transaction, if an able and willing consumer decides to purchase 
a property that has a swimming pool instead of the one without 
a swimming pool, then he is paying an additional cost for the 
pleasure or hedonics he will derive from the swimming pool. 

 
5 Analysis 

 
The result shows that deep learning performed better in terms 

of predictability with an r-squared value of 0.99 at the 20th  
epoch.  Also, the r-squared performance of the ridge regression 
was 0.779.  

 
6 Conclusion 

 
We have used the deep learning - hedonic pricing approach 

to predict the price of a real estate property based on the H2O 
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deep learning, this was our preferred choice of deep learning 
architecture.  H2O deep learning is a feed forward multiple 
layer neural network based on stochastic gradient descent and 
back propagation.  The architecture comprises of input layer, 
multiple hidden layers and output layer neural networks.  R was 
used for computation.  Datasets were imported into H2O 
distributed frame using H2O.  ImportFile() function.  Model 
generalizability improvement was attained using L1 
regularizations.  Performance evaluation was based on r-
squared and mean squared errors. 

Using the hedonic pricing theory, our experiment 
demonstrated that a deep learning has a superior predictive 
capability in estimating the value of a real estate property.  It 
also shows that a ridge regression model has an interpretability 
and inferentiality advantage.  While deep learning may be 
preferred in predicting the price of a differentiated commodity 
like a real estate property, ridge regression is more suitable in 
explaining the concept of utility based on the set of implicit 
prices of its characteristic features. 
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