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Editor’s Note:  December 2019 
 

This note serves as the transition of Editorship of the IJCA as I (Gordon Lee) hand off the journal to Dr. Ziping Liu.  
I have served as the interim editor for the past year and Dr. Liu begins her tenure as the long-term editor for our 
journal. 

It has been my honor and privilege to serve as the interim Editor-in-Chief of the International Journal of Computers 
and Their Applications (IJCA).  I look forward to continuing to be involved with ISCA, including working in the 
ISCA conferences. 

I would like to begin this note by giving a review of this past year.  In 2019 we received several unsolicited papers 
and accepted about 20% of them to our journal. We also devoted three of the issues to the best papers of the SEDE 
2018 Conference, the CAINE 2018 Conference, and the CATA 2019 Conference. This December issue is devoted to 
the area of cybersecurity. 

The ISCA Board of Directors is still working towards getting IJCA online.  Hopefully we can end up with a nice 
repository soon. 

I (Dr. Ziping Liu) look forward to working with everyone in the coming year to maintain and further improve the 
quality of the journal.  I would like to invite you to submit your quality work to the journal for consideration of 
publication.  I also welcome proposals for special issues of the journal.  If you have any suggestions to improve the 
journal, please feel free to contact me (zliu@semo.edu). 

In the following year, 2020, we have 4 issues planned (March, June, September, and December). Three of the issues 
will focus on extended research from the best papers at the Fall 2019 SEDE Conference, Fall 2019 CAINE Conference 
and Spring 2020 CATA Conference.  

We would also like to announce that we have begun a search for a few Associate Editors to add to our team.  There 
are a few areas that we would like to strengthen our board with, such as Image Processing and Cyber Intelligence.  If 
you would like to be considered, please contact us via email with a cover letter and a copy of your CV.  We look 
forward to continue with our high-quality journal, sponsored by the International Society for Computers and Their 
Applications. 

 

Gordon Lee 
Interim Editor-in-Chief 2019 
 
Ziping Liu 
Incoming Editor-in-Chief  
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Guest Editorial:  Issues and Designs for Cybersecurity 
 
Cyberspace, and in particular social media, has brought an effective and efficient mode of communication to most 

areas of the globe. Especially in less developed countries, it has provided a platform for economic development and 
growth, for improved public administration, for education and emancipation of the masses, and for social mobility. 
However, it is becoming increasingly apparent that it also has a negative side that may destabilize social harmony. 
For example, in the aftermath of the recent violence in Sri Lanka, the government shut down most social media 
platforms for fear that they might be used to fan hostilities and make it impossible to contain the unrest.  

There are many ways in which cyberspace might turn to harm individuals, enterprises, society, or all of humanity. 
As discussed in a special issue of this journal, entitled “On Humans, and Systems They Create” (IJCA, Vol. 24, No. 
4, Dec. 2017), information stored and developed in cyberspace will influence the consciousness of humanity of itself 
and thereby shape the future of humanity. Potentially, this may lead to humanity losing control of its own destiny, a 
catastrophic failure from which it cannot recover.   

Current approaches to limit the negative aspects of cyberspace are largely limited to harm at a less than global scale. 
They are mostly reactive and targeted at content, after it has been created, and information, after it has been collected. 
Freedom of speech is considered as one overarching principle, but certain vaguely defined expressions are excluded. 
Private platforms are held responsible for policing the content posted on them by independent users. Another 
overarching principle is privacy of user information. However, platforms are not stopped from collecting, storing, and 
processing private information to target individuals or groups with messages that are meant to change their minds 
relative to certain products, political or other theories and opinions, and ethical norms. Finally, it is accepted as 
inevitable that software and algorithms used to operate cyberspace are fraught with errors through which bad actors 
can gain illegal access and contain “backdoors” for clandestine access by government agencies. The latter, of course, 
also may provide access for bad actors. Protection against illegal access is largely limited to correcting software errors 
when they are discovered, limiting access to “trusted users” who are identified through monitoring the behavior of all 
users, and obscuring information through encryption. The result of this is often an arms race with the “bad guys.” This 
leads to an ever more complicated structure of cyberspace, which, just by its complexity may escape human control. 
The intended remedy, thus, turns into a disease of its own.  

This special issue explores alternatives that could prevent any of the developments within cyberspace that could 
result in humans losing control of their destiny. In particular, we look at alternative principles to guide the design of 
cyberspace from the ground up. We anticipate that this means that the design would start by examining the functions 
required to operate cyberspace; identifying possibilities in which a loss of any of these functions would cause a critical 
failure (i.e., a loss through which humanity would lose control of its destiny); and include in the design features that 
would protect against the possibility of such failures. This would correspond to what we have defined as the paradigm 
of purposeful systems. 

This special issue of the International Journal on Computers and Their Applications evolved from papers presented 
at the CATA 2019 and also includes specially commissioned papers.  It is organized as follows:  

In the first paper entitled Critical Issues of Cybersecurity:  Solutions Beyond the Technical, Maximilian M. 
Etschmaier explores issues of cybersecurity through the framework of purposeful systems to identify existential threats 
to humanity that emanate from the current development of cyberspace.   

 
The second paper, Situational Trust and Reputation in Cyberspace, by Kendall Nygard,  Ahmed Bugalwi, Maryam 

Alruathi, Aakanksha Rastogi, Krishna Kambhampaty, and Pratap Kotala provides an extensive review of the concept 
and application of the methodology of situational trust management and how it can be used to mitigate some of the 
threats to the security of transactions in cyberspace.  

 
In the paper entitled The Inadequacy of Domestic and International Law for Cyberspace Regulation, Jeremy Straub 

identifies how the current legal and regulatory regime and system of international treaties can be adapted to assure 
order for the global cyberspace.   
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Farah Kandah, Amani Altarawneh, Brennan Huber, Anthony Skjellum, and Sai Medury in their paper entitled A 
Human-Understandable, Behavior-based Trust Management Approach for IoT/CPS at Scale present an interesting 
quantitative model that can serve as a platform for development of trust management in a wide range of localized 
system such as the Internet-of Things and connected vehicles.  

 
We hope you agree with us on the urgency of the topics that are presented in this special issue of the International 

Journal on Computers and Their Applications. 
 
Guest Editors: 
Maximilian M. Etschmaier, Florida State University  
Kendall Nygard, North Dakota State University 
December 2019 
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Critical Issues of Cybersecurity: 
Solutions Beyond the Technical 

Maximilian M. Etschmaier 
Florida State University, Tallahassee, FL 

 
 
 
 
 

Abstract 
 

Within one decade, cyberspace has evolved to an existential 
threat to the sustainability of the human sphere.  Cybersecurity 
is the collection of measures intended to mitigate this threat.  
Following the paradigm of purposeful systems, the most critical 
ones of these threats are characterized.  At the level of individual 
persons, they include threats to privacy, deprivation of access to 
reality and the truth, and threats to personal freedom and to 
property rights.  These threats are projected to the level of 
businesses, to affinity groups and formal social organizations, 
to sovereign states, and to the global human sphere.  It is argued 
that each one of these threats, if unmitigated, will lead to the end 
of humanity as we know it.  Mitigation measures require 
combinations of technical and human-centered tools.  Their 
effectiveness is discussed.  Militarization of cyberspace and 
current business practices of providers of services in cyberspace 
are seen as irredeemable obstacles to sustainability of the human 
sphere.  

Key Words:  Cybersecurity, purposeful systems, system 
design, end of humanity, privacy, reality, truth, personal 
freedom, property rights, sustainability, and cyber-war. 

 
1 Introduction 

 
Starting with the development of electronic representation of 

information in the middle of the 20th century, a range of new 
technologies have been introduced that, together as pillars of 
“cyberspace,” have radically changed every aspect of human 
life.  The most important innovations have been direct 
communication between computers through the internet, the 
World-Wide Web, and the Internet of Things; wireless digital 
communication, and global positioning, and Artificial 
Intelligence, They made possible changes of the human sphere, 
the way people, businesses, and social, cultural and political 
entities carry on their day-to-day activities, interact, relate to the 
world around them, and shape their opinions, attitudes, desires 
and ambitions, and understanding of their own existence.  These 
changes have led to wholesale transformations of social 
structures, the organization and conduct of commerce and 
industry, transportation systems, academic institutions, and the 
practice of engineering and science.  It has also led to a rapid 
evolution of systems that span the whole world.  

Every one of the new technologies has brought new  
____________________ 
* metschmaier@fsu.edu. 

vulnerabilities to the systems and processes that are based on 
them.  Since the technologies are not ends in themselves but 
constitute critical elements of systems that include parts of the 
human sphere, the potential damage from these vulnerabilities 
is not limited to technological artifacts but equally impacts the 
systems and processes of the human sphere that are dependent 
on them.  As applications of new technologies were developed 
and implemented in a rather spontaneous and unregulated way, 
often at the border of existing conventions and laws, they greatly 
expanded the scope of the vulnerabilities of elements of the 
human sphere.  Many of them started as innocuous experiments 
but quietly created situations that are all but irreversible and may 
challenge the dominion of humans over systems they create [4, 
7, 9].  Vigilance and protection against these vulnerabilities 
requires new approaches.  These will recognize the 
interdependence of the human and the technological spheres and 
develop holistic solutions that simultaneously address human 
and technological issues.  

Restraining and mitigating negative outcomes is proving to be 
increasingly difficult and laden with conflicts between various 
principles and expectations.  In general terms, this is the aim of 
what is commonly called cybersecurity.  However, there are 
wide differences in what is considered the scope.  And it is those 
differences that explain the differences in approaches, methods, 
objectives, and rights and responsibilities of the various 
participants in any segment of cyberspace.  We are proposing a 
rational, holistic framework through which it should be possible 
to analyze and interpret any existing or proposed approach or 
measure intended to achieve security for all or parts of 
cyberspace.  The framework is based on the paradigm of 
purposeful systems which we have introduced [4].  
Militarization of cyberspace and certain practices of providers 
of services in cyberspace are shown to be irredeemable 
obstacles to sustainability of cyberspace.  

The paper is based on a presentation given at the 32nd 
International Conference on Computer Applications in Industry 
and Engineering, 2019, in San Diego [5]. 

 
2 Cyberspace 

 
What today is commonly referred to as cyberspace grew from 

an effort to develop a robust computer-based system of many-
to-many communication that could survive a hostile 
environment such as a military conflict.  Different from the 
telegraph and telephone systems that required the existence of a 
communication channel between the endpoints of the 

mailto:metschmaier@fsu.edu
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communication for the duration of the communication, the 
communication was broken up into discrete packets, each of 
which could independently find its way through a network of 
communication links.  Thus, a communication will not break 
down when individual links fail or are congested.  The price for 
this is an increase in the complexity of the communication.  
Instead of just inert data, it also needs to include parts of code 
that, combined with code and data that reside elsewhere, will 
dispatch a packet toward its destination.  The same mechanism 
can also be used to distribute the execution of programs among 
various processors.  For example, the originator of a 
communication can include code in the message that the 
recipient can use to turn the message into usable information.  
And it may cause the code to be stored in the processor of the 
recipient for application to future messages.  Additional 
complexity is introduced because ownership and control of the 
system may be divided between numerous entities which cannot 
be assumed to share the same motives, objectives and legal 
norms.    

In a short span of time, scope and functionality of this system 
evolved opportunistically to fundamentally change the way 
individuals, groups, and societies interact and business is being 
conducted.  Fora (“platforms”) evolved which facilitated the 
formulation and identification of what might be viewed as the 
“public” or “common” opinion of various levels of groups.  
Other platforms made possible the identification of common 
business interests across the globe and brought about 
phenomenal efficiency, increases in the production of goods and 
services, and a concomitant growth in national economies.  The 
opportunistic growth has also led to developments that are not 
in agreement with the common interest and with prevailing 
ethical norms.  The complexity of the system has provided 
opportunities to manipulate the system and produce outcomes 
that violate the legitimate interest of some system participants 
and operators.  Also, like in any system, complexity brings 
about the possibility of errors in design which in themselves 
may produce harmful results and, beyond that, may be exploited 
to the detriment of the operators and users of the system.  

 
2.1 Threats to Security  

 
There is increasing concern that a range of activities in 

cyberspace are posing a serious threat to the order of commerce 
and society.  And there is evidence that these threats are 
increasing rapidly.  According to its 2018 Report, the Internet 
Crime Complaint Center (“ic3”) of the FBI, in the calendar year 
2018, received a total of 351,937 million complaints about 
cybercrime with a claimed loss of $2.7 billion [15].  Compared 
to 2017, this represents increases of 16% in the number of 
complaints and a startling 90% in claimed loss.  Compared to 
2014, the increases are 30% and 238% respectively.  

The report lists 34 different types of “cybercrime.”  For the 
vast majority of cases the central element is identified as some 
form of financial loss by the victim (over 90%).  In these cases, 
either the victim was identified and/or contacted via the internet, 
and/or the business propositions or transactions were at least 
partially carried out in cyberspace.  Other types of cybercrime 

include the theft of information by gaining unauthorized access 
to computers and planting “malware” on the victim’s computer.  
Interestingly, the harm that can be caused by the use of such 
information and malware are considered as separate crimes, 
presumably to be prosecuted separately.  It appears that, for 
some cases, this might preclude law enforcement dealing with 
the whole scope of many types of cybercrime.   

For example, extortion through “ransomware,” which 
threatens a target (individual, company, political entity) with 
destruction of all information held in its computer system and 
has evolved into globally networked businesses [11] would be 
divided into several separate acts, each one of them considered 
separately for prosecution:  the development and publication of 
software, the transmission of the software to the computer 
systems of the victim, and the facilitation of clandestine 
payment of the ransom through cryptocurrency [30].  In this 
division, in the first and the last acts, there is no victim and no 
damage that could readily be identified.  If these acts are 
prosecuted at all, they would be regarded as “victimless crimes.”   

In fact, ic3 admits to being relatively powerless, stating that 
“as ransomware techniques continue to evolve and become 
more sophisticated, even with the most robust prevention 
controls in place [at the target computer], there is no guarantee 
against exploitation.”  Ic3 recommends “contingency and 
remediation planning [as] crucial to business recovery and 
continuity” and identifies “[k]ey areas to focus on … [as] 
prevention, business continuity, and remediation” [13].  It 
appears that the FBI is limiting its view of cybercrime as the 
actual infliction of harm, and its role to solving and prosecuting 
a crime after it has occurred.  It seems to place the onus for 
prevention on the victim.  Implicit in this is that it is taking the 
mechanisms of cyberspace as given and evolving according to 
their own dynamic; and is not concerned with suggesting 
improvements.  

Arguably, then, in addition to remediation of the direct 
damage, the cost of defense against possible nefarious actions 
by others via the tools of cyberspace constitutes an inherent 
burden imposed on any participant in cyberspace.  While it is 
difficult to agree on a method of determining this burden, it 
appears to be significantly higher than the direct damage from 
cybercrime.  For example, just for the domain of the US Federal 
Government, a White House report states the Fiscal Year 2019 
Budget includes “$15 billion of budget authority for 
cybersecurity-related activities, a $583.4 million (4.1 percent) 
increase above the FY 2018 Estimate” [41].  However, the 
report cautions that “[d]ue to the sensitive nature of some 
activities, this amount does not represent the entire cyber 
budget.”  To put this into perspective, the total Budget of 
Federal Bureau of Investigation for FY 2019 $9.6 billion [12]. 

The burden on the overall economy is many times that much.  
Deputy Attorney General Rod Rosenstein, while admitting that 
“[a]ttempts to quantify just how big a problem we face vary 
widely,” quotes a prediction by Cybersecurity Venture of a 
doubling of the “the annual cost of global cybercrime … from 
$3 trillion in 2015 to $6 trillion in 2021,” [34].  He quotes private 
reports that “peg the average cost of a data breach at over $3.6 
million.” To show just how high the cost for individual business 
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can be, he cited “[o]ne large retailer … spending $291 million 
for breach-related expenses, related to one attack on its 
network.   In some cases, smaller businesses declare bankruptcy 
after a breach”. …A case of “theft of technology [the 
Department of Justice prosecuted] … allegedly caused $800 
million in losses.  That is more than ten times the largest bank 
robbery.”  

But the harm inflicted by actors in cyberspace or using tools 
of cyberspace is much greater.  Two recent books describe in 
great detail how private data of users of any type of cyber 
services are harvested, processed and aggregated via a new 
industry of “data brokers” and sold to be used to target 
individuals with advertisements and to assemble profiles of 
individuals that can predict their future behavior [22, 44].  
Operators of platforms, like Google and Facebook, are 
described as harvesting consumer data from their operation of 
attractive services they offered at low or no cost.  As the yield 
from the data exceeds greatly the cost of providing the services, 
within a decade, these operators have grown from start-ups to 
become the most valuable and profitable companies of the 
world.  The individual users are left largely unaware of the value 
of the information they are surrendering.  

The business proposition of the operators is to monetize the 
privacy of individuals while leaving the individual largely in the 
dark. “… the essence of the exploitation here is the rendering of 
our lives as behavioral data for the sake of others’ improved 
control of us.  The remarkable questions here concern the facts 
that our lives are rendered as behavioral data in the first place; 
that ignorance is a condition of this ubiquitous rendering; that 
decision rights vanish before one even knows that there is a 
decision to make; that there are consequences to this 
diminishment of rights that we can neither see nor foretell; that 
there is no exit, no voice, and no loyalty, only helplessness, 
resignation, and psychic numbing; and that encryption is the 
only positive action left to discuss when we sit around the dinner 
table and casually ponder how to hide from the forces that hide 
from us” ([44] p. 94). 

Certainly, no rational individual would agree to such a 
proposition.  But “[b]ecause the industry had done so much 
good in the past, we all believed that everything it would create 
in the future would also be good” ([22] p39).  While possibly 
not in violation of any positive law, it clearly violates ethical 
norms.  The yield from such operations, therefore, has to be 
considered ill-gotten gain and harm to the individual. The 
magnitude of this value transfer can be gleaned from the fact 
that Google alone is “processing over 40,000 search queries 
every second on average; more than 3.5 billion searches per day 
and 1.2 trillion searches per year worldwide in 2017” ([44] p. 
93).  

 
2.2 A Definition of Cybersecurity  

 
Cyberspace defines a domain that covers most aspects of the 

contemporary world.  It was made possible by a revolution of 
technology combined with a market driven capitalistic system 
that has created an abundance of money searching for 
investment opportunities.  New money can be created in the 

form of debt almost at will and without limitations [16-17].  And 
money has become the dominant power of the democratic 
process, increasingly shaping laws, regulations and 
administrative processes of states as well as relations between 
states.  The tools and processes of cyberspace have become the 
expression of the new economic reality.  A complex web of 
power has emerged with numerous centers pursuing often 
conflicting interests, each articulated by their own self-serving 
and situation-specific code of ethics.  Threats and harm to one 
party may provide benefits essential to another party’s success.  
In addition to threats by malicious actors, there are large and 
powerful corporations that sell “cybersecurity products” to 
protect data and systems of participants in cyberspace (see e.g., 
[40]).  Their business success is greatly influenced by how harm 
is defined and regulated.  It is doubtful then, that there would be 
one conception of security that could protect all parties fairly 
and equitably.  Rather, any definition of cybersecurity would 
reflect the position of whoever formulated it.  Success is best 
assured by narrowing the definition of the space for which 
cybersecurity is being defined.  

The narrowest definition of cybersecurity is the one guiding 
the Internet Crime Complaint Center (“ic3”) of the FBI.  It is 
focused on deterring cybercrime by promising to catch 
cybercriminals and hold them accountable for the damage they 
caused [14].  Prevention of cybercrime through protection 
measures is assumed to be the responsibility of the potential 
victim who is offered advice and guidance.  

This interpretation is echoed by a paper by Craigen, et al. [1] 
that sets out to arrive at a definition of the term “cybersecurity” 
that would be widely accepted.  After an extensive review of the 
literature they identify and analyze nine archetypes of 
definitions from which, through a “pragmatic qualitative 
approach” which “melds objective and subjective research,” 
they arrive at the following definition:   

 
“Cybersecurity is the organization and collection of 

resources, processes, and structures used to protect 
cyberspace and cyberspace-enabled systems from 
occurrences that misalign de jure from de facto property 
rights.” 
 
While the focus is on a legal perspective, this formulation 

does not preclude viewing cybersecurity as an interdisciplinary 
construct that depends on positions, models and processes from 
a variety of disciplines.  If, as argued in the paper, property 
rights are understood as a multidimensional concept within the 
commons as advocated by Ostrom [29], it may serve as one 
point of departure on a roadmap for the development of holistic 
constructs of security in cyberspace.  

Also based on the thesis that cybersecurity is a public good is 
the “Doctrine of Cybersecurity” by Mulligan and Schneider 
[24].  They show that the “effectiveness … of the three doctrines 
- prevention, risk management, and deterrence through 
accountability - that have dominated cybersecurity thinking for 
the past fifty years” has been limited.  They argue that “absolute 
cybersecurity, though a “worthwhile undertaking, is unlikely 
ever to be achieved.  To secure systems that incorporate humans 
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as users and operators, we need some way to prevent social 
engineering attacks and intentional insider malfeasance.”  A 
“doctrine of prevention would involve a recurring expense” and 
therefore was “inconsistent with the business model employed 
by many of today’s software providers.”  They view “mandatory 
standards … as a way to support the doctrine of prevention” but 
point out that … a correlation between the absence of 
vulnerabilities and compliance with standards has not yet been 
documented.”  

Regarding a doctrine of risk management, they point out that 
achieving absolute cybersecurity through it was “cost 
prohibitive.”  But “a lack of information about vulnerabilities.  
incidents, and attendant losses makes actual risk calculations 
difficult [especially since] companies and individuals do not 
know how to value (i) confidentiality of information, (ii) 
integrity of information, or (iii) the pain of dealing with 
recovery from an attack's effects (bad credit ratings. for 
example).” 

The doctrine of deterrence through accountability “treats 
attacks as crimes [and] focuses on infrastructure to perform 
forensics, identify perpetrators, and prosecute them.”  
“Implementations of this doctrine require strong authentication 
technologies and surveillance of network activity.”  “Absent an 
effective means for retribution, this doctrine has no teeth, and 
fails as a result.  Moreover, punishment of perpetrators of cyber-
attacks is not always feasible … [and] Attribution of actions by 
machines to individuals is complicated.”  Finally, “the doctrine 
could require individuals to sacrifice privacy and, in the extreme 
case, abandon the possibility of anonymity and the protections 
for freedom of speech and association that it affords.”  

Expanding on the characterization of cybersecurity as a public 
good, the article points to parallels with public health in public 
policy, law and enforcement.  In both, the interests of 
individuals and the public do not always align, and laws and 
frameworks can mediate tensions between them.  “Success 
ultimately depends not only on technical progress but on 
reaching a political agreement about (i) the relative value of a 
public good in comparison to other societal values and (ii) the 
institutions granted authority to resolve conflicts (and the 
methods they use).” 

 
2.3 Achieving Cybersecurity  

 
It is generally recognized that it is not possible to achieve 

cybersecurity through technical means alone, but that a holistic 
approach is necessary to develop a viable framework and 
processes that can mediate between the sometimes-conflicting 
expectations of the various players in cyberspace.  However, all 
restrict the analysis to tangible effects that can be quantified and 
ultimately reduced to the common denominator of money.  They 
use benefit-cost analysis – or its probabilistic equivalent, Risk 
analysis – as a basis for decision-making.  This is the problem.  
Even when the quantification is only conceptual, it permits the 
illusion of rationality and optimality of an approach and a 
solution while ignoring the intangible dimension.  But it is the 
intangible dimension that is critical to the success of a system 
that involves humans and machines and especially one that 

spans the whole of the human sphere, as cyberspace increasingly 
does.  

While the approaches of “benefit-cost analysis” and “risk 
management” are generally accepted as a valid tool for decision-
making within an enterprise, it is easy to see that they fail to 
adequately address the complexity of global systems.  Because 
by nature they aggregate cost and benefits over the entire 
system, it is not possible to assure that any subsystem that earns 
a benefit also bears the concomitant cost.  In fact, it can be 
shown that it is possible that economically or socially powerful 
groups may be able to control the allocation of benefits and cost 
in a way that is favorable to their domain at the expense of less 
powerful domains.  The result will be increasing disparity within 
the system.  This has been shown to exist in certain proposals at 
mitigation of carbon emissions and to be a core feature of the 
utilitarian ethic that underlies much of current teaching in 
economics and social sciences[2].    

A recent paper by Rastogi and Nygard [33] focuses on 
recognition of vulnerability as the critical step in the 
development of secure software systems.  It identifies 
vulnerability as flaws or weaknesses in a system's design, 
implementation, or operation and management.  It emphasizes 
the importance of identifying potential vulnerabilities early in 
the design engineering phase and to define preventative 
measures and approaches to control vulnerabilities early in the 
design process as possible.  However, it points out that in 
software engineering security is considered a non-functional 
requirement, which means that it is often treated as an 
afterthought and given less importance than functional 
requirements throughout the stages of the software development 
lifecycle.  This may be responsible for a tendency to replace 
security requirements with the specification of security specific 
architectural constraints; which may narrow design choices; 
lead to only considering the user’s point of view; and make it 
impossible to continuously adapt detection methods to match 
the evolution of defects throughout the system life cycle.  
Rastogi and Nygard also point at parallels between software 
engineering and design science which is iterative and allows an 
artifact to emerge and opportunistically evolve as a solution or 
innovation. 

An alternative approach attempts to achieve security within 
cyberspace by limiting access to trusted participants [27].  
Through observation of their behavior, participants are scored 
for their trustworthiness, and untrustworthy participants are 
barred from access to sensitive areas or barred altogether.  The 
scoring algorithm is a probabilistic construct that, over time, is 
improved through statistical analysis.  As any such procedure, it 
is associated with certain error margins.  The “type 1 error” will 
assume a participant to be trustworthy when in fact he is not, 
which limits the success of the approach.  It also may encourage 
an unworthy participant to learn the scoring algorithm and thus 
manipulate the system.  This may lead to a tug of war with the 
system and might ultimately destroy the system’s effectiveness.  
The “type 2” error will judge a participant non-trustworthy 
when in fact he is trustworthy.  While this may be acceptable in 
a private system, it is clearly discriminatory and should not be 
acceptable in a public system, especially one that leaves the 
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discriminated no alternative. 
It is widely recognized that tools of cyberspace can influence 

the opinion and choices of individuals and groups.  This is what 
all forms of communications can be and have been used for 
since the beginning of language.  The power to do this has 
grown with the advent of mass communication and has been 
used to steer consumption habits, lifestyle, as well as 
ideological, religious and political preferences.  The powers 
unleashed by cyberspace are just unfathomably more powerful 
and differentiated.  It has already been proven that it can sway 
the outcome of democratic elections toward otherwise unlikely 
candidates and causes, potentially choosing between war and 
peace and life and death for millions [20].  With its global 
spread, tools of cyberspace can alter the direction of evolution 
of the human sphere and impact sustainability of humanity and 
the conditions for human survival.  This may open exciting new 
possibilities.  It also opens the possibility of humans losing 
control of their own destiny [4].  The choice of an approach for 
achieving cybersecurity thus is one that is critical to the future 
of humanity.  It is a moral choice.  

It is remarkable how Tim Cook, the CEO of Apple, expressed 
the gravity and complexity of the situation at the 2019 Stanford 
graduation speech [38]: 

 
“Silicon Valley is responsible for some of the most 

revolutionary inventions in modern history … social media, 
shareable video, snaps and stories that connect half the 
people on earth … But lately, it seems, this industry is 
becoming better known for a less noble innovation:  the belief 
that you can claim credit without accepting responsibility.  

We see it every day now, with every data breach, every 
privacy violation, every blind eye turned to hate speech.  Fake 
news poisoning our national conversation.  The false promise 
of miracles in exchange for a single drop of your blood.  Too 
many seem to think that good intentions excuse away harmful 
outcomes.  

… what you build and what you create define who you are. 
… if you've built a chaos factory, you can't dodge 
responsibility for the chaos.  Taking responsibility means 
having the courage to think things through. 

And there are few areas where this is more important than 
privacy. 

If we accept as normal and unavoidable that everything in 
our lives can be aggregated, sold, or even leaked in the event 
of a hack, then we lose so much more than data.  We lose the 
freedom to be human. 

Think about what's at stake.  Everything you write, 
everything you say, every topic of curiosity, every stray 
thought, every impulsive purchase, every moment of 
frustration or weakness, every gripe or complaint, every 
secret shared in confidence.  

In a world without digital privacy, even as you have done 
nothing wrong other than think differently, you begin to 
censor yourself.  Not entirely at first.  Just a little, bit by bit.  
To risk less, hope less, to imagine less, to dare less, to talk 
less, to think less.  The chilling impact of digital surveillance  
 

is profound, and it touches everything.”  
 
Faustian bargains let developers create “chaos factories” 

without regard for the ultimate outcome; monetizing basic 
human values; and a waning regard for truth and compassion 
limiting human conscience and poisoning the national and 
global consciousness spell the end of humanness and, with it, 
humanity as we know it.  Human freedom is sacrificed to the 
“machine” of cyberspace.  The term “cybersecurity” covers only 
part of the threat that humanity is facing.  It is the design of the 
entire cyberspace with all its functions and facilities it provides 
individuals and society, combined with human weakness that 
needs to be reexamined for actual and potential threats it is 
posing.  Concern that human-created artifacts might assume 
control over humans who created them has occupied thinkers 
for much of history [3, 7 , 42]. 

As long as human activity was limited to disjoint regions, 
much of this discussion could be limited to esoteric speculation.  
Today, as the world has become finite, and, aided by 
increasingly powerful technology, much of human activity 
affects the entire globe, it is increasingly obvious that the 
prospect of humans losing control of their sphere has become a 
real possibility.  The issue is sustainability. “Cyberspace” has 
become an inseparable part of the sustainability equation.  
Cybersecurity, or more appropriately the issue of designing 
cyberspace, therefore can only be examined within the frame of 
global sustainability.  This does not mean that the entire issue of 
global sustainability, or even just the design of cyberspace, has 
to be treated in one step.  But it is necessary to craft a framework 
within which every issue in the global system can be related to 
every other issue in a meaningful way.  

Part of this effort is to question prevailing views and examine 
to what extent they have been shaped by powerful players in 
cyberspace to their benefit.  For example, a recent article takes 
issue with efforts to tackle “deepfakes,” purposely false 
information, through technological means, proclaiming that 
“Deepfakes aren't a tech problem.  They're a power problem” 
[36].  The search for technological solutions to all problems 
related to cyberspace may divert attention from the real cause, 
the business models of the tech industry and the perceived needs 
of national security organizations and military services.  And it 
may create business opportunities for the tech industry and 
research institutions, ultimately making society more and more 
dependent on their solutions.  

We believe that the paradigm of purposeful systems can 
provide a framework for re-examining the evolution of 
cyberspace and for developing a new model for cybersecurity.  
Our past work examining systems ranging from simple 
technological systems to global environmental sustainability 
gives us confidence that the purposeful system paradigm does 
provide a suitable framework and will yield results that are 
consistent and compatible with and can add to a model of global 
sustainability.  In the following, we will briefly outline the 
central features of the paradigm of purposeful systems as they 
pertain to the present problem and outline how a sustainable 
solution can be developed.  
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3 The Purposeful Systems Approach 
 
The paradigm of purposeful systems views any system as a 

construct the boundary of which is drawn in such a way that the 
system purpose, to the extent possible, is included within the 
boundary.  Designing a purposeful system is an iterative process 
of defining and redefining the scope (boundaries) and purpose 
until this balance is achieved.  The mechanism of iteration 
between purpose and scope continues throughout the entire life 
of the system, driven by a “historian” who develops insight into 
the nature and behavior of the system, and a “designer” who 
turns the insight into modifications of functions and scope of the 
system.  This requires the participation of a being that is capable 
of insight and reasoning, like a human element, in the system.  
The result is a system that, similar to a living organism, can learn 
and adapt to a changing environment, in particular emerging 
threats to its existence.  The system possesses consciousness of 
itself and its environment.  An essential part of the system 
purpose is avoidance of failure states from which there is no 
recovery (“critical failures”).  The design process eliminates the 
possibility of critical failures through proper design of system 
functions.  The only exceptions are potential failures the 
possibility of which cannot be recognized within the state of the 
art.  In such cases the resilience that results from the self-
consciousness of the purposeful system will provide mitigation.  
Examples from our past work for the design of a purposeful 
system range from relatively simple technological systems [6, 
8, 10] to a design for achieving global environmental 
sustainability [2]. 

 
4 Ontology of Cyberspace and Cybersecurity 

 
Cybersecurity is an extremely complex system that is 

affecting much of human existence in many different ways.  
Since it has evolved in an opportunistic manner and without 
much central coordination, its structure and the interaction 

between its various components as well as the interdependence 
between its various functions are not easily recognized in all 
their complexities.  

Figure 1 shows a top-level view of what is today viewed as 
cyberspace and that can serve as a point of departure for analysis 
as a purposeful system.   

The figure is divided into four sections:  
 
(i) The Technical Sphere which is the “physical” network 

infrastructure that handles all transmission and routing of 
communication between users and between users and 
various communication platforms like social media and 
filesharing, user services like search engines, and 
shopping and financial transaction services.  The network 
infrastructure also provides direct links to entities in 
Section 3.  

(ii) The Consumer Sphere, which includes the individual 
users, service providers, and platforms and user services.  
These, together with the network infrastructure, represent 
the original view of cyberspace as perceived by 
individual and business users.  For a fee, users connect to 
a service provider who manages their communication 
across cyberspace and defines their user experience.   

(iii) The Commercial Sphere which represents the 
commercial entities that may extract data for use towards 
a variety of purposes, including predicting and 
influencing personal tastes and shopping behavior, as 
well as political preferences; and various governmental 
agencies especially concerned with national security and 
defense that monitor traffic in order to identify emerging 
threats to national security and a variety of illegal 
activities.  All these entities, in addition to using the 
network infrastructure for their own communications, 
draw significant benefits from their access to user 
communications and in return often provide free services 
to the users.  This is their ultimate value proposition.  

 

 

Figure 1:  Overview of the components of cyberspace and their interactions 
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(iv) The Organizational Sphere, within which originates all 
external impact on cyberspace.  This includes, in 
particular, governmental bodies which formulate and 
enforce laws and regulations and also the human sphere 
as the origin of rules of human thought, ethical norms and 
customs.  

(v) The Sphere of Intended and Unintended Consequences 
which is the highest section and concerns the impact that 
activities in cyberspace may have on national and global 
economic, social, political and natural systems.  This may 
be perceived as largely unintentional.  Decision-makers 
may view it as coincidental externalities.  However, it is 
becoming increasingly clear that forces emerging 
through cyberspace can literally change the course of 
human evolution.  This may well be recognized by 
certain interest groups as an opportunity to shape the 
future of the human sphere according to their vision.  
 

5 Analysis of Potential Harm 
 

The system “Cyberspace” is made up of countless functions 
and components, each of which may be impacted by various 
types of threats.  The purpose of the design of this system must 
be to assure the availability of all functions when needed.  The 
focus must be on “critical functions,” the loss of which would 
be an irreversible “critical failure.”  A system for which this 
cannot be assured is not fit for its intended purpose.  

Figure 2 provides an overview over the different paths which 
threats can take toward their effect.  Threats may be the result 
of conscious action, possibly malicious, or they may arise 
unintentionally, like e.g., through faulty hardware, software, or 
data.  They may originate from either within or outside the 
subject domain within cyberspace.   

Functions can be grouped according to the system 
components they are attached to and which bear the ultimate 
harm.  There are two such distinct categories of components that 
can be identified.  Each one is subject to a unique set of threats 

which require specific functionalities within cyberspace to be 
mitigated so that they can be kept from leading to critical 
failures.  The first category covers direct users, which include 
individual users like persons and businesses users, and groups 
of users comprising affinity groups, formal organizations, 
sovereign states, and the global human sphere.     

Opposite to this category are components that have a stake in 
the mechanisms of cyberspace and are in a position to actively 
shape the structure of cyberspace and guide its evolution.  Any 
measure to regulate cyberspace in order to avoid critical failures 
will target members of this category and limit their freedom.  
This category includes internet access providers; network 
platforms and user services; data consumers, commercial users 
and processors and resellers of data; government agencies; and 
national security and military organizations.     

In the following, we shall focus on the first category of 
components and examine the types of critical failures they need 
to be protected against.  Clearly, components of the second 
category are also exposed to potential critical failures.  
However, their failures are mostly of a technical nature and are 
the focus of much of the research in computer science and 
related disciplines.  While they can trigger failures in the first 
group of components, they are subsidiary to the overall system 
and receive their purpose from the first group.  Their analysis, 
therefore, will have to follow the analysis of the first group.   

 
5.1 Threats to Individual Persons  

 
The concept of a person suffering irreparable harm 

constituting a critical failure is not a new concept but follows 
directly from Kantian ethics.  Applied to technological systems, 
at the very least, it evolved in civil aviation in the 1960s when it 
was recognized that an aircraft for which it might not be possible 
to prevent a critical failure, i.e., harm to human life, through 
operational procedures and maintenance actions would not be 
fit for service [26].  While in that case, harm to human life was 
interpreted as physical harm (and death), humans can be harmed  

 

 
 

Figure 2:  Potential harm and damage to the network infrastructure and to individual/business users 



IJCA, Vol. 26, No. 4, Dec. 2019 147 

in non-physical ways as well, and that harm may be graver and 
more persistent than physical harm.  An extreme example of this 
is the “Post Traumatic Stress Symptom” of soldiers returning 
from combat.  While non-physical harm may not kill a person 
outright, it may alter the essence of a human existence and 
ultimately deprive the human of his free will.  This is what Tim 
Cook referred to in the remarks to the Stanford graduates quoted 
in Section 2.0.  

Failures of cyberspace through threats to humans can take on 
many different forms, including:  

 
i. Threat to privacy 

ii. Deprivation of access to reality and the truth 
iii. Threats to personal freedom and to property rights  

 
5.1.1 Threat to Privacy.   If we can view a human through 

the lens of a purposeful system, privacy is the space where 
introspection takes place.  It is where the human examines input 
from the environment and uses it to adjust their sense of purpose 
and the reach of their person within the environment.  
Destruction of this space would deprive the person of their free 
will and turn them into a slave of the forces of his environment.  
In the ultimate state, any thought, any desire, and any affection 
would be intercepted by an external force and channeled into 
directions determined by that external force.   

To some extent, limitation of privacy is a necessary part of 
any social system.  It is the place where the commitment to a 
common ethical norm in a society resides, the glue that holds a 
community together.  Also, some measure of privacy is 
surrendered voluntarily in any relationship with another person.  
However, it is the remaining private sphere that makes these 
relationships possible.  

The threat to privacy from cyberspace is different.  It is 
motivated by a quest for economic, social, and political power 
over other people.  And it is wielded surreptitiously, piggy-
backed on the need and desire of persons to communicate with 
friends, make new friends, and be part of a community; by their 
need to engage in commerce, to move around, and to operate 
everyday vehicles, machines and appliances.  By providing a 
venue for communication, private companies like providers of 
internet access, operators of a social platform, or operators of 
any other internet-based service necessarily gain access to 
private information (data) transmitted through these 
communications.  While much attention is being paid to protect 
the information from access by “bad actors,” the service 
provider assures access to the information to themselves 
through clauses buried deep in the fine print of the user service 
agreement.  

A recent study estimated that reading all the privacy notices 
an average user encounters in one year, would take 76 eight-
hour working days [19].  The “Terms and Condition” includes 
that “[Facebook] may use all of the information [they] receive 
about [users] to serve ads … this includes information [users] 
provide at registration or add to [their] account or timeline; 
things [they] share and do on Facebook, such as what [they] like, 
and [their] interactions with advertisements, partners, or apps; 
keywords from [their] stories, and [things we infer from your 

use of Facebook]” [35].  
This is a contract that provides something of monetary value 

in return for a user’s privacy.  Since privacy is an essential part 
of a user’s persona, the relationship defined by this is essentially 
the same as indentured servitude, which in most civilized 
countries is considered as violating ethical and legal standards.  
There appears to be no way why the same would not hold in 
cyberspace.  

One rationale for this situation is the opportunistic growth of 
cyberspace which was initially largely supported by enthusiastic 
volunteers excited to explore the potential of new technologies 
outside the norms of business and society.  As described in a 
new book on “Surveillance Capitalism,”  another one was that 
national security and military organizations recognized the 
benefits of similar rules for the use of private data between their 
domain and the private sector [44].  

As cyberspace has significantly changed and grown into one 
of the most important business sectors and to be dominated by 
a small number of at least near-monopolistic players, there is no 
reason to continue the legislative and regulatory neglect.  It may 
be time to consider prohibiting the use of information provided 
to cybernet service providers and to strictly limit access for 
government agencies.  The model should be the extensive 
national legislation and regulation regarding the protection of 
privacy of the mail as well as international treatises regulating 
trans-border communication which in one form or another have 
been in existence for centuries [31].  

 
5.1.2 Deprivation of Access to Reality and the Truth.  From 

a technological perspective, cyberspace appears as a complex 
communication system through which information passes from 
some source to one or more destinations.  During this passage, 
the information may be accumulated, aggregated, divided, 
sorted, and translated into a different format.  Cybersecurity is a 
state of cyberspace that assures that the information is not 
materially changed by any of these processes without consent 
by the originating and receiving entities as it passes through 
cyberspace.  Threats can arise from faulty design of the 
mechanisms of cyberspace, faulty intervention of human 
operators controlling the mechanisms, all unintentional; but 
also, from malicious intervention by hostile actors from outside 
of the space through which the information travels, or by rogue 
operators of the mechanisms within that space.  

From a technical perspective, access to reality and truth (a 
breach of cybersecurity) is denied when information received at 
a destination is not consistent with information entered by any 
of the legitimate sources.  Based on this definition, the 
information arriving at a destination may be considered to be 
“correct” or “incorrect.”  Determining correctness would 
require comparison of the information entered at the origin with 
the information arriving at the destination.  This could be 
accomplished by using independent parallel channels or by 
comparing the value of a suitable statistic on the information at 
the origin and at the destination.   

In situations when the information undergoes complex 
transformations between the origin and the destination, neither 
approach would work.  In this case, some determination of the 
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plausibility of correctness of the information arriving at the 
destination may be an alternative.  Would such a measure of 
plausibility be robust enough to determine the effect of 
surreptitious, willful modification of the information?  And, 
given knowledge of the measure of plausibility employed, 
would it be possible to construct modifications of the 
information that would evade detection?  If this were possible, 
it would be necessary to find some other measure of truth or 
process of verification to determine if the message as received 
was correct.  

Equally important, in an absolute sense, the question of reality 
and truth applies to the content of any message that enters 
cyberspace, i.e., before it undergoes any transformation within 
cyberspace.  Reality and truth are very elusive concepts that 
have occupied philosophers and theologians, as well as 
scientists and engineers throughout the ages.  Only simple minds 
could possibly claim to see or understand the reality that creates 
their perceptions.  And the truth is inaccessible except for trivial 
statements about finite domains.  Nevertheless, it is often 
possible to agree on standards that determine the absence of 
reality or truth, such as in a lie.  

Any person considering an object of the real world may come 
away with a different perception of the object.  A priori, each 
perception has to be considered as equally true (“correct”).  
There is a rich literature on repeatable experiments to show how 
people may not see prominent elements in a picture or movie 
and may see what is not in the picture.  A much different reality 
is addressed by the neuroscientist Eric Kandel pointing to a 
portrait by Oskar Kokoschka that depicts an old man in bold 
brush strokes far different from what a photograph would show 
[18].  While a casual observer would undoubtedly consider the 
photograph as a true representation of the man’s face, an 
introspective person can recognize behind the brushstrokes 
features of the person’s character, history.  The question is 
which is the more accurate depiction of the man’s face.  On the 
other hand, one may recognize that the photograph is taken from 
one particular angle, at a particular configuration of light, and at 
a specific time in the life of the person.  All of which may create 
a particular snapshot of the person.  But it is not at all clear to 
what extent this is a “true” image of the person’s face.  

Ultimately, every person should have the right to determine 
for themselves how they perceive reality and what they hold as 
true.  Clearly, their judgement will be influenced by other people 
they relate to.  While in the past, it was relatively easy for any 
person to have some perception of the trustworthiness of people 
they relate to, the ubiquity of news sources that come with 
cyberspace, and the proliferation of “friends” promoted through 
social media makes such judgement increasingly difficult.  The 
individual is inundated with news to such an extent that they 
lose the capacity to make their own judgement of what is right 
or wrong and what is true or false.  In this situation anything 
may be subjectively true or false.  The term “Fake News” does 
not illuminate the situation but adds to the general insecurity 
about the truth in anything. Individuals lose access to the 
meaning of truth because of manipulations of cyberspace.  This 
would be a critical failure for an individual as well as for 
humanity as a whole.  

There are efforts to determine the veracity of statements 
through algorithms of “Artificial Intelligence.”  Even if there 
were a chance for these to succeed, they would only increase the 
alienation of humans from the truth.  Humans would lose 
confidence in their own judgment because they learn that their 
judgement is perceived as inferior to that of the algorithm.  This 
diminishes the private space of individuals and with it the 
capacity for insight, another critical failure.  Consequently, 
purely technological means do not appear suitable to protect 
against the threat to access to reality and the truth.   

But there are other means to prevent critical failures.  There 
is no reason why a society would tolerate being bombarded by 
information they do not possess the capacity to determine the 
truth of and why “social media” through clever production 
(“Inszenierung”) and manipulation of relationships multiply 
information of questionable veracity, especially if the 
bombardment directly enriches the bombardier.  The public 
should have a right to fully understand the business models, 
including the revenue streams of the various actors in 
cyberspace, so they can determine for themselves whether they 
want to serve as a (mostly free) resource.  However, legal limits 
on these models will be difficult to enact because they are 
extensions of models that are as old as commercial mass 
communication and are deeply rooted in modern economies.   

Finally, it is doubtful whether a decision of the Supreme Court 
meant to protect political speech (“Anonymity is a shield from 
the tyranny of the majority” and “protections for anonymous 
speech are vital to democratic discourse”) should be used to 
provide a shield of anonymity to creators of fake realities [21].  
Clearly, without knowing the offender, targeted individuals 
have little chance to seek redress, especially if, as is currently 
the case, law enforcement agencies have limited capacity to 
support their efforts or to pursue offenders on their own.  Other 
democratic countries have press laws that require that every 
publication identifies who is responsible for the content [39].  

A special situation is posed by the emergence of “Deep 
Fakes.” Algorithms of “Artificial Intelligence” are making it 
possible to efficiently create photo-like images and videos of 
people in made-up situations.  Bad actors are using these 
pictures to damage reputations or for blackmail.  They have also 
been used in political propaganda.  Clearly, deep fakes can do 
irreparable harm to individuals and to groups if they are used as 
weapons.  However, manipulating photographic images is a 
long-established practice and not in itself malicious.  Besides, 
just the selection of the parameters, angles, and backgrounds 
alone can greatly distort the impression of an object in positive 
as well as negative ways.  Finally, there is a long tradition of 
cartoons and caricatures that attempt to provide graphic 
commentaries about a person, a group or a situation.  While 
there are limits to what is acceptable in a cartoon, the cartoonist 
is given great latitude in how they present the subject.  

It seems that stopping the production of fake or doctored 
images would be a futile undertaking as would development of 
algorithms that could identify “Deep Fakes.”  Instead, a legal 
requirement to mark “Deep Fakes” as such and identify the 
person responsible for them could suffice.    

The business model of the various types of internet services 
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have to be outed as corrupt and damaging to society.  
Unfortunately, inundating the population with information they 
have limited capacity to verify, to some extent, has been 
practiced at least since the emergence of “mass media.”  The 
advent of radio, cinema, and television, as well as of personal 
telecommunication has just accelerated the momentum.  But the 
mechanisms of cyberspace are building on that and taking the 
momentum to unsustainable levels through chain-mail-like 
mechanisms.  Therefore, these business practices need to be 
outlawed.  

 
5.1.3 Threats to Personal Freedom and to Property 

Rights.  Personal property, no matter how small that property 
might be, is the physical equivalent of privacy.  Both, together, 
define personal freedom.  A person deprived of all private 
property has lost the ability to express themselves in a space that 
is totally controlled by them.  The object of this expression is 
formed in the space of privacy.  

Property comes in many forms.  It may be a physical object 
that a person is free to shape according to their vision, or it may 
be something non-physical, like a vision of some order, or an 
idea.  Social media, through extrapolation from the masses of 
data they are collecting can take possession of property without 
the collaboration or even knowledge of the owner.  In fact, the 
owner may firmly believe they own a piece of property without 
realizing that they have surrendered any ability to manipulate 
the property to communities that have formed in cyberspace.  
Any change requires the approval of more or less anonymous 
communities lest it results in some form of shaming or other 
expression of disapproval.  The force of cyberspace makes this 
impossible to bear.  As a result, the person has lost their free 
will, the ultimate expression of freedom.  The current expansion 
of copyright takes this process into the legal arena by assigning 
property rights to spurious claims of first use of ideas that any 
person might develop. 

This phenomenon is not new and did not arise with 
cyberspace.  It is essentially the same as what Ortega y Gasset 
described as the phenomenon of the “Mass Man” [28].  It is also 
the basis of the method by which fascist dictatorships control 
the masses, making their subjects feel good about themselves 
without realizing that they have given up all control of 
themselves.  In the end, it amounts to the equivalent of “Genetic 
Engineering” of the human mind.  And it can be scaled to formal 
and informal groups of humans, sovereign states, as well as 
humanity itself.  

The process of expropriation of property and personal 
freedom through cyberspace is well advanced and will be 
difficult, if not impossible, to reverse.  Any remedy will need to 
target the root of the problem:  the ability of providers of 
services in cyberspace to collect personal data.  This will stop 
the development of algorithms that create insight into a person’s 
private space deeper than the person themselves possess.  
Breaking the monopolistic control of cyberspace by service 
providers appears to be a necessary first step.  It will curtail their 
influence over the political process that supports the process of 
expropriation.  

 

5.2 Threats to Businesses Users  
 
Business users are on the opposite side of the coin from 

individuals.  They benefit from the collection and analysis of 
private data of individuals.  Their first attention will be to protect 
their ownership of data through various security arrangements.  
This is where the technological parts of cybersecurity, 
algorithm-based measures, including encryption, have their 
place.  An abundant collection of literature is dealing with this.  

 
5.3 Threats to Affinity Groups and Formal Social 

Organizations  
 
Affinity groups and formal social systems are exposed to 

threats from cyberspace in ways analogous to those an 
individual is exposed to.  Those threats are to their own sense of 
identity, their ability to keep information private, and their 
ability to chart their own destiny as a group.  Depending on 
designs of some anonymous institutions within cyberspace, they 
may be led to admit uncontrollable numbers of new members, 
or they may be moved to tighten their circle and form “Filter 
Bubbles.”  In the end, their filter bubble may be “Weaponized” 
for political ends of the institution that fostered their 
establishment, or, through commercial arrangements, by some 
other institution.  This may include battles with some other filter 
bubbles directed by the same or different institutions.  

Clearly, in any case, the group loses control of its identity and 
destiny.  The end state may be much worse than it could be for 
individuals.  However, the tools of control are similar. 
Consequently, the measures to protect against any threat will be 
the same as for individuals.  

 
5.4 Threats to Sovereign States 

 
Sovereign states are groups that control a specific territory 

and have dominion over their citizens.  They issue laws and 
regulations to maintain social, economic, and political order 
within their territory and to assure the freedom and safety of 
their citizens and properties owned communally and by 
individual citizens.  Being sovereign, the state is free to arrange 
its affairs according to its preferences.  And it is free to join other 
states to develop and implement common rules.  

The threats identified for individuals and groups apply within 
the territory of a state.  And any state should be free to shape 
measures of protection in accordance to the actual threat and 
their preferences.  

Due to the transnational reach of cyberspace that developed 
in an opportunistic fashion over large part of the world, 
sovereignty of states over cyberspace has been eroded without 
much public awareness.  Sovereign states, therefore, find 
themselves in the situation described for affinity groups and 
formal social organizations.  Increasingly, they find themselves 
victims of manipulation of their political, social and economic 
affairs.  Citizens are more closely connected to institutions in 
cyberspace than they are to the constitutional agencies in the 
state.  For a state, regaining control of its sovereignty is a 
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difficult undertaking because the interest of the state is 
positioned against the interest of a largely anonymous entity in 
cyberspace that controls the opinions, if not the mind, of a large 
segment of the population.  For the state to succeed in this 
confrontation, it has to use the facilities of cyberspace that are 
controlled and protected by institutions that are largely outside 
the domain of the state.  And those institutions may be beholden 
to other sovereign states which may have their own designs for 
the state’s evolution.  This will require delicate diplomacy.   
Also, in a previous paper, we observed that  

 
[the business model of cyberspace service providers] “is 

not only reaping enormous profit for the host of the platform.  
It is also contributing its entire revenue to the growth of the 
economy.  Curtailing that would violate the central ethical 
principle that is currently driving the economy, the notion of 
the invisible hand that turns even ill-gotten economic gain 
into a positive contribution to the economy.  Any government 
that would attempt to curtail the success of a social-media 
platform would be seen as hurting the interests of the state, 
violating the commitment it made to the nation.”[7]. 
 
In any case, if the state wants control of its future, the state 

has to claim its segment of cyberspace as integral part of its 
sovereign domain.  It has no choice other than taking full control 
of cyberspace as it applies to its territory and citizens.  This will 
require active control of all transborder traffic of information to 
assure that it meets at least the standards for intra-state traffic.  
It will also require the design and application of algorithms and 
other systems and processes.  From the point of view of the state 
that domiciles the major players in cyberspace it may be 
desirable to have their ideas permeate to other countries.  But it 
needs to be recognized that any interference in the internal 
affairs of a sovereign country is a violation of international law.  

The experience of the “Arab Spring” demonstrates the power 
cyberspace can have over the emotions of people and how these 
emotions can be mobilized to bring about irreversible change in 
a range of countries [23].  As that experience shows, that change 
may not really be in the interest of the nationals of those 
countries.  It may, therefore, ultimately prove unsustainable and 
leave the states worse off than they were before.  

 
5.5 Threats to the Global Human Sphere  

 
What distinguishes the human sphere from a simple 

accumulation of individuals, or even groups or sovereign states 
is that there is nothing beyond it.  Humans being inside it, 
according to Wittgenstein, cannot control it, since that would 
require them to also be outside it, a logical impossibility [43].  
Similarly, cyberspace which is inside the human sphere, as it 
approaches the limits of the human sphere will elude human 
control – a stark prospect, since the rate of growth of cyberspace 
seems to make that inevitable for the not too distant future.  

Clearly, the human sphere and cyberspace are not defined in 
physical terms alone.  According to Teilhard de Chardin, the 
human sphere includes the noosphere, which is the locus of 
human introspection [37].  This is where human evolution is 

currently focused.  It is also where much of cyberspace is 
located.  Extrapolating from the above discussion about 
cyberspace increasingly extracting from humans that which is 
the essence of humanness, as cyberspace covers the entire 
human sphere, there will be no humanness left.  This will be the 
end of humanity, at least as we know it.  Humans will have lost 
control over the system they themselves created.  And there will 
be no return from this state.   

There have to be limits on the kind of experimentation with, 
and instrumentalization of human minds and freedoms.  It is 
difficult to see why a process like the Institutional Review Board 
(IRB) process required for experiments with human subjects 
cannot equally be applied to experiments in the infinitely larger 
domain of cyberspace.  Beyond that, there are all the measures 
that have been outlined in this paper that, combined, would be a 
foundation for effective control.   

 
6 Obstacles to a Sustainable Cyberspace 

 
Unfortunately, implementation of this proposal would face 

vehement opposition from a number of directions.  And as the 
dominance of the human sphere by cyberspace increases, the 
ability to overcome the opposition would diminish.  It will be 
those who oppose reform who will seize control over 
cyberspace and through it over an expiring humanity.    

There are two main sources of obstacles to effective control 
of cyberspace: military and national security interests and the 
community of businesses benefitting from the current situation 
of cyberspace.  The challenge in overcoming them is that both 
are expressions of ethical norms that are vying to govern the 
human sphere.  

 
6.1 Military and National Security Interests  

 
Even if a military strategy for operations in cyberspace is 

meant to be truly defensive, the military will be tempted to 
follow the adage that the best defense is a good offense.  In a 
world of several superpowers, even if one power intends to act 
purely defensively, it needs to match the aggression of other 
powers to avoid losing.  This is setting up cyberspace as a 
permanent battlefield, which only ends when one of the parties 
has reached total dominance – or all are exhausted.  As Gen. 
Paul M. Nakasone, the head of the US Cyber Command (which 
was upgraded to a Unified Combat Command in May 2018) 
articulated:  “If we are only defending in ‘blue space,’ we have 
failed.  We must instead maneuver seamlessly across the 
interconnected battlespace, globally, as close as possible to 
adversaries and their operations, and continuously shape the 
battlespace to create operational advantage for us while denying 
the same to our adversaries” [25].  Clearly, this eliminates the 
possibility of any part of cyberspace remaining outside the 
battlefield.   

As recurring reports of cyberattacks conducted by various 
government agencies indicate, a cyberwar is in full progress (see 
e.g., [32]).  In other words, military and national security 
organizations are functioning like the “bad actors” that 
cybersecurity intends to defend against.  The end-state they are 
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working toward is nothing less than what we have defined as the 
end of humanity.  Unless some way can be found to end this 
cyber war, the military and national security agencies cannot but 
oppose the proposals developed in this paper.    

 
6.2 Community of Businesses Benefitting from the Current 

Situation of Cyberspace  
 
Within barely a decade, a handful of companies have risen to 

be today’s highest value companies and their founders have 
amassed unimaginable fortunes.  The dynamic of this process is 
well described as Surveillance Capitalism, which is 
characterized as “not an accident of overzealous technologists, 
but rather a rogue capitalism that learned to cunningly exploit 
its historical conditions to ensure and defend its success. [44]  
“They prey on weakness in human psychology, using ideas from 
propaganda, public relations, and slot machines to create habits, 
then addiction” ([22], p81), …surveillance capitalists are 
impelled to pursue lawlessness by the logic of their own 
creation.  Google and Facebook vigorously lobby to kill online 
privacy protection, limit regulations, weaken or block privacy-
enhancing legislation, and thwart every attempt to circumscribe 
their practices because such laws are existential threats to the 
frictionless flow of behavioral surplus ([44], p 105). 

Their rise was made possible by the rise of Neoliberal 
economics which believes in the unfettered power of the free 
market that, unconstrained by government regulation, will 
deliver “optimal” outcomes.  By the time they got their start, 
“the United States was more than a generation into an era 
dominated by a hands-off, laissez-faire approach to regulation, 
a time period long enough that hardly anyone in Silicon Valley 
knew there had once been a different way of doing things.  This 
is one reason why few people in tech today are calling for 
regulation of Facebook, Google, and Amazon, antitrust or 
otherwise” ([22], p 47).  In fact, a large portion of users and 
developers of cyberspace services have become indoctrinated to 
believe that government is the most significant threat to their 
freedom and to democracy.  Which led the CEO and cofounder 
of the largest cybertech company, Google, to defend Google’s 
unprecedented power suggesting that people should trust 
Google more than democratic institutions:  “In general, having 
the data present in companies like Google is better than having 
it in the government with no due process to get the data, because 
we obviously care about our reputation” ([44], p 60).  

The businesses active in cyberspace possess all the tools to 
defend and, in fact, expand their unprecedented power.  They 
have the financial resources to dominate the political process, 
and they have the means to convince people of their merits and 
benevolence.  There is no reason to believe that this will not 
enable to continue concentrating their power and wealth at the 
expense of privacy, access to reality and the truth, and personal 
freedom and to property rights for humanity.  

 
7 Summary 

 
Following the paradigm of purposeful systems, cybersecurity 

is framed as part of the global sustainability equation.  

Mitigation strategies need to be directed at the totality of the 
threat and need to consider the impact on and response 
capabilities of the global human system. At this level, a complex 
web of forces is interacting with each other, each force itself 
being the result of many-directional interactions.  As a result, 
the global human system, as any such system, will defy efforts 
to characterize it through linear hierarchies.  This rules out 
purely technological approaches, such as in particular, 
encryption, anonymity and trust management as anything but 
parts of a system of cybersecurity.  

Measures that could stop the threat focus on legal and 
institutional issues.  They presume the existence of a stable 
infrastructure that is secure against attacks by “bad guys.”  
However, military and national security agencies use of 
cyberspace are following paths that are directly opposite to the 
proposed measures.  Businesses providing services in 
cyberspace possess an extraordinary combination of tools to 
cement their dominance and to reap increasing benefits from 
collecting and processing information gathers incidental to the 
attractive services they are offering people at low or no cost.  
The challenge is that both are deeply rooted in ethical norms that 
are currently vying to dominate the human sphere.   

This paper, therefore, concludes that in order to maintain 
sustainability of the human sphere it is necessary to find an end 
to the cyberwar that is already in full progress and stop private 
companies from accessing and processing highly personal 
information on individuals that passes through their domains 
incidental to even legitimate business transactions.  Urgency is 
indicated because many of the conditions created in cyberspace 
become increasingly irreversible. 
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Abstract 

 
Interactions in cyberspace are an essential element of daily 

life today, as people and the systems that they use support 
email, social media, electronic commerce, automated decision-
making and other services that benefit people in their private 
lives and in their work.  However, great harm also occurs, 
through crime and fraud, identity theft, the spreading of 
misinformation, and the violating of ethical principles 
surrounding civil society.  Trust refers to the degree of belief 
that people and systems act dependably, reliably, and securely 
in the context in which they operate.  Trust is a social construct 
with deep roots in personal interactions among people.  When 
extended into the digital world of today, the concept of trust 
broadly involves groups of people, entire societies and 
governments, and the platforms and systems that they use.  We 
describe data gathering and models that apply to interactions 
among people, devices, machines, computational platforms, 
and intelligent decision-support systems, and ways in which 
trust can be quantitatively modeled and measured.  The concept 
of identity management is discussed in relation to trust as a 
personal asset of an actor.  A new graph-theoretic trust model 
that can function within blockchain environments is described, 
and analytical results are applied using available data for a 
Bitcoin community.  Comparisons are made with competing 
trust models, potential for blockchain technologies to support 
trust as an asset of an individual entity.   

Key Words:  Trust, security, monitoring cloud, purpose, 
identity, social, blockchain. 

 
1 Introduction 

 
Trust refers to the state of belief that an entity will act 
dependably, reliably and securely within a specific situation or 
context.  As a social construct that applies to relationships and 
actions among people, an acceptable level of trust is essential 
to a meaningful interaction.  When a person engages within a 
system in cyberspace, the interaction is satisfactory only if the 
system is trustworthy at some acceptable level.  We take an 
encompassing view of the concept of trust, including applying 
the concept to interactions among people, phones, devices 
____________________ 
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within the internet of things, high performance computational 
platforms, social media, and data sources.  Activity among these 
many heterogeneous entities is highly dynamic and massively 
distributed. Anthropomorphizing, we treat the active entities as 
actors that interact with one another in a community.  Each actor 
must be trusted at an acceptable level in order for interactions to 
be positive and satisfactory.  For example, a cloud provider is 
an actor that enters into service level agreements that specify 
access and provisioning of their services that meet standards that 
include mapping into pillars of cybersecurity, including 
integrity, confidentiality, and availability.  But trust goes well 
beyond security.  Lapses in cybersecurity do result in bad 
outcomes, often through no fault of the actors involved.  Bad 
outcomes that occur independently of cybersecurity problems 
include provisioning of bad data and information, deliberate 
lying and deception, misunderstandings, and technical glitches.  
These problems underscore the importance of users 
continuously assessing their level of trust in the systems that 
they employ in seeking the ends that they pursue. 

If a cloud provider betrays a client actor by failing to adhere 
to specified standards of service, the level of trust that the client 
has in the provider goes down.  A two-way relationship between 
any actor who serves as a trustor on one hand and as a trustee 
on the other is fundamentally the same as interpersonal social 
relationships among people that have been of importance for 
centuries.  In the digital age, many systems and devices act like 
humans, doing things like responding to requests, providing 
data and information, making decisions, and carrying out 
services.  Ensuring positive, purposeful, and secure interactions 
among actors in the systems of today is a massive challenge.  
We work within a framework of situational trust as a means of 
avoiding harm and disappointment in the digital lives of people 
that can result from things like breaches of ethical standards, 
criminal activity, and failure to meet performance guarantees.        

The digital currency Bitcoin is a blockchain technology that 
uses distributed ledgers to support anonymous payments over 
the internet.  Blockchain systems are peer-to-peer, carrying out 
interactions directly between two parties with no intervention, 
regulation, or supervision by a third party or government.  
Viewing these peer-to-peer interactions as social networks in 
which edges represent relationships between users, blockchain 
systems provide a foundation for modeling trust relationships 
among entities.  We describe a model called TrustMe that 
captures the dynamics of community development in distributed 
systems and provides a new approach to modeling trust between 
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peers. 
The work described is centered on the potential for trust 

models to be integrated into online computing and 
communication interactions to improve security [10].  By so 
doing, people can potentially gain enhanced empowerment to 
manage their personal digital lives. 

Portions of this paper are based on a presentation given at the 
32nd International Conference on Computer Applications in 
Industry and Engineering, 2019, in San Diego [10].    

 
2 Trust and Situation Dependence 

 
Trust is fundamentally a social construct, formed in terms of 

how humans interact with one another. When a trustor and 
trustee interact, there are intended outcomes, regardless of 
whether the interaction is among people or digital systems.  The 
interactions have a context, which makes them situation 
dependent. Both trustee and trustor have goals, which may be at 
cross-purposes with one another.  With the roots of trust being 
in human affairs, researchers in the social sciences such as 
sociology, psychology, economics, and political science have 
examined trust in various contexts and situations [16].     

Trust modeling often assumes a context-free environment, 
i.e., that the trust level of an entity has no dependence on a 
particular situation.  However, we assert that situational 
awareness is critical in trust modeling.  For example, a 
restaurant on the oceanfront may legitimately receive high 
reputation scores online for seafood dishes, but low scores for 
barbeque.  A recommendation system for restaurants can utilize 
predictive analytics with tools such as collaborative filtering and 
information about the user to predict the rating that a user would 
give the restaurant certain types of dishes.  Context also matters 
for the so-called “cold-start” problem, in which there is little or 
no historical record or reputation track record to provide 
information and guidance [3].  

 

 
 

Figure 1:  Hysteresis effect in trust 
 
In social networks, people normally expect truthfulness and 

an adequate level of mutual trust when we interact with our 
close friends.  However, it is generally understood that trust 
levels change nonlinearly over time, rising when sequences of 
positive interactions take place, falling when negative 
interactions occur, and diminishes transitively when we interact 
with friends of friends or more remote systems.  This is called 
the hysteresis nature of trust [4, 11].  Figure 1 illustrates the 

hysteresis effect in a simple model in which trust is scaled to the 
range [0,1], with 0 being minimum and 1 being maximum trust.  
Trust changes in increments as a function of positive and 
negative interactions.  In the hysteresis model, trust is dependent 
on historical values, and builds asymptotically to the maximum 
value in successively smaller increments.  In most situations, 
betrayals are dramatically inimical to trust levels, while positive 
experiences only modestly raise them in comparison. 

Cyberspace is inherently multi-actor, distributed, 
decentralized, and dynamic.  The distributed nature means that 
data is generated and actions are taken at dispersed sites.  
Decentralized means that controls and decisions are under no 
fully central authority.  Dynamic means that much of cyberspace 
is constantly changing, implying that very little can be relied 
upon to be static in nature.  As people, devices, and resources 
come and go and carry out various functionalities, there is a 
great challenge inherent in evaluating and using trust as a basis 
for entering into system activity and engagement.  At a 
minimum, there must be support for mechanisms for tracking 
and modeling events that are relevant to trust assessment [8,13].  

 
3 Orchestration of Information 

 
As system interactions take place, information that pertains to 

trust modeling is accumulated.  To maintain relevant trust 
models, the information must be gathered, managed, and made 
available in prescribed ways to populate trust models.  Using 
terminology from trends in cybersecurity, we refer the need for 
these sources to interoperate quickly to populate trust models as 
the orchestration and automation problem, or briefly, just 
orchestration.  

In Figure 2, the Interacting Cyberspace Entities are illustrated 
as accessible systems that source information such entities as 
people, devices, and cloud resources.  These sources are 
heterogeneous, ranging from massive data management 
services, to real-time streaming of movies and music, and 
massively parallel processing systems.  

To be useful, information from diverse sources must be 
monitored, automatically captured and made available for 
orchestration within the context of the activity taking place.  
Much of the monitored data enables cybersecurity processes.  
Context orchestration also includes tracking of the dynamic data 
history of an information source, such as a user habitually 
exhibiting suspicious or known bad behaviors.  Multiple trust 
models can potentially be merged into a combined trust 
measure.  Trust levels associated with a source must be adjusted 
in nonlinear increments over time.  To mitigate potential harm 
and to support positive outcomes, a decision-making engine 
must be supported to direct action actuations that instantiate 
appropriate responses.  Responses could range from simply 
continuing activity as usual, modifying how the interaction is 
taking place, or actually shutting down activity altogether 
because of low trust.   

 
4 Monitoring Systems and Trust 

 
When a customer accesses an electronic commerce system  
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Figure 2:  Trust monitoring and control framework 
 

like Amazon.com, many pieces of information are gathered, 
including what items are purchased, browsed, or placed on a 
wish list; the length of time spent looking at specific products or 
types of products; the products that were reviewed or rated; 
product reviews that were examined; and the zip code of the 
customer [17].  These data populate models that are specific to 
the individual customer.  These use various modeling, 
statistical, and predictive analytical methodologies, such as 
collaborative filtering, decision trees, regressions, and deep 
learning neural networks.  These analyses are remarkably 
accurate in profiling customers, classifying them according to 
their age, gender, income level, and buying patterns.  Not 
limited to just electronic commerce, similar models have many 
applications for which there is potential to use evidence and 
modeling to identify the likelihood of future outcomes [7].  

There is considerable commonality between the types of 
analytics used in e-commerce and the concept of trust.  The 
concept of trust has elements of meaning that include 
confidence, risk, reliability, truth, belief, conviction, skepticism, 
and assurance.  Basically, trust refers to a degree of belief on the 
part of one person that another will act appropriately and with 
integrity within a specific context.  Within a situation, context, 
or for a given purpose, if person A trusts person B we write A 
→ B, where A is a trustor and B is a trustee.  Extending the 
context beyond person-to-person interactions, we consider 
interactions involving the acquisition of resources, seeking 
information, soliciting opinions, controlling or monitoring a 
process, carrying out a service, or making a decision.  The 
analytics employed in commerce broadly provide approaches 
that can be utilized to model trust among digital entities in 
cyberspace.  

From a cybersecurity view, interactions that require high 
levels of trust must rely upon encryption, including digital 
signatures.  But encryption provides only one element needed to 
establish an adequate level of trust.  More specifically, 
unacceptable outcomes can easily occur even when all of the 
communication between A and B provides confidentiality, 
integrity, and non-repudiation.  

An endpoint user must have a reasonably high level of trust 
in a system that is accessed.  In some sense anthropomorphizing, 
we assert that the system itself must have some means of 
trusting the user, at least for access control.  Thus, we assume 
that all entities must be both trusters and trustors.  How should 
a system know that a user is trustworthy and should be granted 

access privileges?  One approach is to monitor specific user 
behaviors [2, 15].  Some suspicious behaviors exhibited by a 
user include the following: a) scanning of an important port, b) 
carrying a virus, c) inputting security sensitive keywords, d) 
using proxies, e) making multiple unsuccessful login attempts, 
f) logging in frequently, g) originating access from an unusual 
IP address or location, h) spending an unusually amount of time 
logged in, i) atypical frequency of usage, j) atypical data storage 
usage, k) attempting to access the accounts of another user, and 
l) triggering atypical data error or packet loss rates.  Some of 
these behaviors can be detected through the use of intrusion 
detection systems, such as Tcpdump, is used as long as the 
network card is set to licentious mode [18].  System logging and 
audit trails, bandwidth monitors, firewalls, and various network 
management tools can reveal a number of these anomalies 
[9,19,20,21, 22].   

Capturing and parameterizing these user behaviors and using 
them to populate functional expressions provides a modeling 
framework for evaluating trust.  Bayesian networks, fuzzy logic, 
and the analytical hierarchy process are modeling frameworks 
that can provide quantitative trust models [5, 18].  General 
principles of importance in modeling user behavior include the 
following: 

 
• As user behaviors age, they become less important.  
• Abnormal user behaviors incrementally diminish trust 

levels 
• Normal user behaviors incrementally increase trust levels.  
• Recent user behaviors are of high importance in trust 

modeling.  
• Data for large numbers of users over time is critical in 

modeling user behaviors.  
• Increases in trust levels increase slowly  – the slow rise 

principle.  
• Decreases in trust decrease rapidly   – the rapid fall 

principle.  
 
Organizations often evaluate commitments to cloud 

computing carefully because of concerns for security and loss 
of control of their data.  Hence, once an organization makes a 
cloud computing commitment they normally have a high level 
of trust that Quality of Service (QoS) agreements will be met.  
However, experience shows that in practice that service levels 
can easily fall short, quickly impacting trust negatively.  This 
leads to the need to fully monitor performance in the cloud, 
including populating trust models.  

 
5 Identity and Trust as Assets of the Individual 

 
The digital identity of a person is the collection of available 

information stored in a system that characterizes them as an 
individual.  A digital identity typically includes information like 
user names, passwords, and purchasing history.  An important 
ethical issue concerns privacy, in that it is widely held that 
publically available digital identities, even with personal 
information suppressed, can often easily be used to discover the 
individual’s personal identify.  The country of Estonia has 
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established a state issued digital identity [14].  Estonians carry 
national ID cards with an embedded chip that employs public-
key encryption to access electronic services.  These services are 
comprehensive, and support authentication and access for 
services such as health insurance, bank accounts, voting, and 
travel.  In China, nearly all of their approximately 1.4 billion 
citizens is in a facial recognition database.  A system called the 
Dragonfly Eye, can scan and identify an individual from a 
database in just a few seconds.  In conjunction with images 
captured by huge numbers of security cameras, technologies 
like Dragonfly Eye are being employed to keep people under 
surveillance, capture fugitives, track purchases, and help 
prevent crime.  The assertion is that such systems will make the 
country safer.  Civil liberties advocates express great concerns 
about violations of privacy that are inherent in these types of 
systems.  

In 2004, Kim Cameron developed the following seven laws 
of identity; 

 
1. User Control and Consent – Information identifying a 

user must have consent 
2. Minimal Disclosure for a Constrained Use – Limit the 

personal information disclosed to only what is necessary 
3. Justifiable Parties – Disclosure of identifying information 

must be justified 
4. Directed Identity – Identity systems must fulfill their 

purpose, yet avoid correlation handles 
5. Pluralism of Operators and Technologies – Multiple 

types of identity providers must be supported 
6. Human Integration – The human user must be a 

component of the distributed system integrated via 
unambiguous communication between humans and 
machines and supported by multiple identity providers 

7. Consistent Experience Across Contexts - Support 
separation of contexts through multiple operators and 
technologies 

 
Adhering to the spirit of these seven laws is critical to the 

instantiation of a trust-based distributed system [6].  
Maintaining reputation data is a primary approach to employing 
evidence to drive trust evaluation [3, 4, 14].  Reputation is 
defined as “an expectation about an agent’s behavior based on 
information about or observations of its past behavior [1].”  
Most online e-commerce systems record and publish reputation 
using things like 5-star ratings.   

Reputation factors that can be used in modeling are numbers 
of positive and negative ratings, a history tracking of ratings, 
and popularity factors.  Reputation is a complex concept that is 
not exactly the same as trust.  However, reputation is typically 
viewed as an antecedent of trust, providing a fundamental 
source of evidence to use in establishing trustworthiness.  

 
6 Blockchain Technology and Trust 

 
The purpose of Identity Management is to appropriately 

connect a specific entity to one that is remote.  Most identity 
management systems are either centralized with a single 

authority or federated with a trusted identity provider supporting 
a single sign on.  Federation avoids proliferation and replication 
of identity credentials, but the storage and transmission of 
logins, passwords, and auxiliary authentication tokens does 
leave open possibilities for identity theft.  Identity is obviously 
a fundamental asset of an individual entity, and we assert that 
trust and reputation can and should be as well.  

Blockchains are a relatively recent technological advance, 
with cryptocurrencies such as Bitcoin being well-known 
examples.  Blockchains have several characteristics that result 
in a transaction having a high level of trust.  Blocks are stored 
in ledgers that are distributed, accessible, and have a unique 
hash identifier [12].  Blocks have the immutability property, in 
that they cannot be changed.  A consensus algorithm ensures 
that all copies of the distributed ledgers are identical.  Data can 
be appended to a Blockchain but prior data cannot be modified, 
so there is no supervising central authority [12].  The first and 
most prominent use of blockchain technology is the capability 
to transfer funds transparently in a peer-to-peer fashion, 
avoiding the need to involve money-management organizations 
such as banks.  By virtue of not being issued by any central 
authority, blockchain systems have a built-in immunity to 
regulation.  Private blockchains have been proposed and 
developed, but inherently have conditions on who can interact 
with the chain, basically destroying a critical feature of the 
technology.  Blockchains applications established or under 
development include monitoring of supply chains, managing 
digital IDs, protecting copyrights, voting digitally, transferring 
titles, tracking weapons, managing internet of things devices, 
and tracking prescription drugs.  Blockchains provide a natural 
mechanism for individualizing trust and reputation.  With 
blockchain technology, trust can be established by validating a 
transaction and blocks for tamper-proofing, and verifying the 
resources availability to guarantee the transaction execution.  
Essentially, blockchain systems are unhackable.  Another 
advantage of basing an identity management system on 
Blockchain technology stems from the well-known linkability 
problem of centralized or federated identity management 
systems.  For example, even if a user created distinct logins and 
passwords for, say, eBay and Walmart ordering systems, a 
hacker might link the identifiers by matching related 
information, like credit card numbers or shipping addresses. 
Blockchains provide technological mechanisms that reduce or 
eliminate the need for institutions to provide or adhere to 
contracts, procedures, and regulatory systems.    

 
7 Mathematical Modeling of Trust 

 
Developing a distributed computational trust modeling 

framework at scale is a substantial task.  We view trust models 
with peer-to-peer interactions as a community, similar to social 
networks, with edges that model the relationships between 
peers.  This provides a means of identifying how actors interact 
with each other and how trust evolves over time through 
appending new interactions as edges.  The interactions between 
actors can be represented in a directed graph G=(V,E,W) where 
V denotes a finite nonempty set of vertices as actors, E⊆V×V 
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indicates a set of direct associations (interactions) of ordered 
pairs of nodes/actors, and W denotes judgments in the form of 
weights.  In our work, an edge represents a direct judgment 
based on an interaction between two parties.  The phenomenon 
of evolving trust is elusive, and motivates the approach used in 
the analysis in our model.  We first consider the topology of the 
network as a large community G that may consist of many sub-
communities/sub-graphs G^'=(V^',E^',W^').  The edges hold 
weights that are used as rating values.  As interactions proceed, 
those edges dynamically change and evolve over time.  The 
outcome of the model is a global trust score that is linked to a 
user.  This score reflects the experiences of all peers that 
interacted with the holder of the trust score.  The trust model 
introduced in [3] is one example. Called “TrustMe”, this model 
is reputation-based and consists of several factors.  To 
accommodate the many varying contexts in cyberspace, the 
TrustMe metric can be adapted.  In formal terms, this model 
handles peers/entities and their interactions denoted as follows:  
𝑒𝑒 ∈ 𝐸𝐸 ≡ {𝑒𝑒1, 𝑒𝑒2, … , 𝑒𝑒𝑛𝑛}, and 𝑖𝑖 ∈ 𝐼𝐼 ≡ {𝑖𝑖1, 𝑖𝑖2, … , 𝑖𝑖𝑚𝑚}.  Entity e 
can be viewed as a composition of subsets of popularity, and 
neighbor, whereas interaction i is a composition of rating, 
timestamp, and context subsets.     

 
 𝑒𝑒 ≡ {𝑃𝑃 ∪ 𝐷𝐷} ≡ {{𝑝𝑝1 , 𝑝𝑝2, … , 𝑝𝑝𝑛𝑛} ∪ {𝑑𝑑1,𝑑𝑑2, … ,𝑑𝑑𝑛𝑛}} 

  
𝑖𝑖 ≡ {𝑅𝑅 ∪ 𝐻𝐻 ∪ 𝐶𝐶} ≡ {{𝑟𝑟1, 𝑟𝑟2, … , 𝑟𝑟𝑚𝑚} ∪ {ℎ1, ℎ2, … , ℎ𝑚𝑚} ∪

{𝑐𝑐1, 𝑐𝑐2, … , 𝑐𝑐𝑚𝑚}}   
 

𝑟𝑟 ≡ {𝑟𝑟}   for one-way rating 
 

    𝑟𝑟 ≡ {𝑟𝑟𝑒𝑒𝑖𝑖 , 𝑟𝑟𝑒𝑒𝑗𝑗}                for two-way rating 
 

These factors can be measured with a value that falls between 
minimum and maximum values.  For example, the minimum 
value may represent the ultimate dissatisfaction and the 
maximum value represents the ultimate satisfaction.  The 
Popularity Set represents the level of sociality of a peer/entity 
in a given community, and its values range between 
 

[0, 1] ≡  [𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 𝑓𝑓𝑢𝑢𝑝𝑝𝑢𝑢𝑝𝑝𝑓𝑓𝑓𝑓𝑙𝑙𝑟𝑟, 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 𝑝𝑝𝑢𝑢𝑝𝑝𝑓𝑓𝑓𝑓𝑙𝑙𝑟𝑟]:  0 ≤ 𝑝𝑝𝑖𝑖  
 

               ≤ 1 𝑤𝑤ℎ𝑒𝑒𝑟𝑟𝑒𝑒 𝑖𝑖 ∈ {1, … ,𝑢𝑢}.   
 
So, trust (T) can be computed using the driving forces: e and i.        
 

𝑇𝑇 ≡ {𝑡𝑡1, 𝑡𝑡2, … , 𝑡𝑡𝑛𝑛} 
 

𝑇𝑇𝑒𝑒(𝐸𝐸 ∪ 𝐼𝐼) 
 
The trust attributes/factors collaborate together to build the 

trust model and generate a trust score.  The following formula 
specifies the trust model and Table 1 summarizes the factors. 

 
𝑇𝑇(𝑒𝑒𝑖𝑖) = �𝜃𝜃 ∗ 𝑑𝑑+ ∗  �𝑚𝑚𝑒𝑒𝑑𝑑𝑖𝑖𝑙𝑙𝑢𝑢 {𝑗𝑗=0𝑑𝑑+  𝑡𝑡𝑡𝑡𝑗𝑗 ∗  𝑝𝑝𝑗𝑗  ∗ ℎ𝑗𝑗  ∗ 𝑟𝑟+�𝑒𝑒𝑖𝑖 , 𝑒𝑒𝑗𝑗��� + 

 
            ∗ 𝑑𝑑− ∗ (𝑚𝑚𝑒𝑒𝑑𝑑𝑖𝑖𝑙𝑙𝑢𝑢 {𝑗𝑗=0𝑑𝑑−  𝑡𝑡𝑡𝑡𝑗𝑗 ∗  𝑝𝑝𝑗𝑗  ∗ ℎ𝑗𝑗 ∗ 𝑟𝑟−�𝑒𝑒𝑖𝑖 , 𝑒𝑒𝑗𝑗�}))) 

 
In order to guarantee the efficiency of a trust model, a 
fraud/deception model must be plugged into the equation.  The 
fraud model is a complementary model that aims to filter out 
dishonest feedback based on predefined criteria.  Figure 3 shows 
a general state transition diagram of the trust model.  The figure 
depicts how the fraud component interacts with the trust 
component to filter out dishonest ratings/feedback.  The 
diagram also illustrates the dynamism of trust and popularity 
when an interaction takes place.  A new trust score will be 
generated and updated after the ratings are filtered out by the 
fraud analyzer, whereas the popularity value will be updated if 
a new relationship is established.  Additionally, the decision of 
categorizing a peer as trusted or distrusted is based upon the 
value of a threshold so that 𝑖𝑖𝑓𝑓 (𝑇𝑇 ≥
 𝑇𝑇𝑟𝑟𝑓𝑓𝑇𝑇𝑡𝑡 𝑡𝑡ℎ𝑟𝑟𝑒𝑒𝑇𝑇ℎ𝑢𝑢𝑓𝑓𝑑𝑑)𝑡𝑡ℎ𝑒𝑒𝑢𝑢 𝑇𝑇𝑡𝑡𝑙𝑙𝑡𝑡𝑒𝑒 = 𝑡𝑡𝑟𝑟𝑓𝑓𝑇𝑇𝑡𝑡𝑒𝑒𝑑𝑑. The diagram is 
divided into three sections (popularity, trust, and fraud 
analyzer).  Each section portrays the change of states from one 
to another according to specified rules.  
 

 
Table 1:  Summary of the factors of the trust me model 

Factor Description Range 
h indicates the prevalence of the rating historically (the age of the rating/timestamp). [0, 1] 
p indicates the level of sociality (how the user is popular in a community). [0, 1] 

𝒅𝒅+ denotes the centralization of the positive received ratings. [0, 1] 

𝒅𝒅− denotes the centralization of the negative received ratings. [0, 1] 

tv denotes the transaction volume (context); to ignore its influence, let tv=1. [$Min, $Max] 

d denotes the number of transactions that one user performs. the total number of 
incoming rates for a user representing the number of positive ratings and the number 
of negative ratings. 

[0,Max] 

𝜽𝜽 a weight for the second part of the equation; determining the influence level of this part. [0, 1] 

𝛄𝛄 a weight for the second part of the equation; determining the influence level of this part. [0, 1] 

____________________________________________________________________________________________ 
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Figure 3:  A State Transition Diagram of the TrustMe Model 
 
 

The TrustMe model provides an indication of the 
computational modeling and work involved in invoking and 
maintaining a near real-time trust model that can be fully 
decentralized. 

To empirically test the model, we use the Bitcoin dataset 
described in [9] that provides an example of an online 
community for sharing bitcoins that adheres to a social network 
graphical model.  New actors joined the community if they 
found that community conditions are appropriate for 
exchanging Bitcoins.  Also, existing actors leave the community 
if they found that the conditions are inappropriate.  Entering and 
leaving a community is common when, for example, the 
network activity becomes trendy or when a wave of fraud 
occurs.  Table 2 shows the network topology information. 

To understand how the structure of the community evolves 
over time and how actors change in the environment, the 
network is divided into years from 2010 to 2016.  Table 3 
summarizes the statistics of the community dynamics over time.  
Figures 4a and 4b depicts how the community metrics change. 

Table 2:  Network topological information 
Graph Metrics Value 

Graph Type Directed 
Vertices/Nodes/Actors/Users/Entities 5,881 

Edges/Interactions 35,592 
Diameter 11 
Radius 1 

Avg. Path length 3.79 
Avg. Degree 6.052 

Graph Density 0.001 
Modularity 0.484 

Avg. Number of Neighbors 7.309 
Communities 22 

Weakly Connected Components 4 
Clustering Coefficient 0.149 

Isolated Nodes 0 
Self-loops 0 

Multi-edge Node Pairs 4.005 
Reciprocated Edge Ratio 0.56 
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Table 3:  Summary of community statistics over time 
G. Metrics 2010 2011 2012 2013 2014 2015 2016 
Nodes/Actors 55 1637 3162 5161 5753 5879 5881 
Edges/Interactions 142 7900 17332 30314 34539 35550 35592 
Avg. Degree 2.582 4.826 5.481 5.874 6.004 6.047 6.052 
Avg. Weighted Degree 7.109 8.396 7.925 6.028 6.006 6.113 6.125 
Diameter 8 10 11 11 11 11 11 
Avg. Path Len 3.24 3.87 3.798 3.75 3.73 3.719 3.718 
Graph Density 0.048 0.003 0.002 0.001 0.001 0.001 0.001 
Modularity  0.437 0.451 0.457 0.494 0.494 0.491 0.480 
Possible Communities 6 11 13 15 15 17 22 
Connected Components   2 2 2 3 3 4 4 
Clustering Coefficient 0.066 0.099 0.120 0.136 0.144 0.149 0.149 

 

 

Figure 4(a):  Network topology change

 

Figure 4(b):  Change in the number of actors and their relationships 
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We observe that from 2010 to 2011, the number of new actors 
who joined was 1,582, which is  a growth rate of 2976%.  The 
population in 2012 was about twice what it was in 2011.  There 
were 1999 new actors who joined the community in 2013.  By 
2016, only two joined the community.  In terms of highest and 
lowest numbers of interactions, 2013 had 12,982 interactions, 
and 2016 had 42.  It is evident that the community became less 
attractive in the last two years for which data is available.  It is 
also the case that the average degree changed.  The graph 
diameter, which is the maximal distance between a pair of 
nodes, remained at 11 from 2012 until 2016.  This is a sign of 
low change in the network topology even after carrying out a 
large number of interactions in 2013, and represents an average 
of  0.019 of interactions per actor for the year.  

We calculated the TrustMe metric score and the raw mean 
trust score, which is a simple average.  The raw mean is widely 
used in reputation.  Degree centrality denotes the number of 
edges a node has to other nodes.  The concept of centrality is to 
grade nodes of a graph in terms of their importance.  The 
positive in-degree is the number of incoming edges that hold a 
positive weight, and the negative in-degree is the number of 
incoming edges that hold a negative weight.  Betweenness 
centrality is a measure of the importance of a node by 
quantifying how many times this node serves as a bridge 

between the shortest paths of other nodes.  Eigenvector 
centrality measures the importance of a node by calibrating the 
importance of the neighboring nodes to which it is linked.  A 
high eigenvector-centrality measure means that the node is 
connected to many other nodes that have high eigenvalues and 
so forth.  We calculated the top 10 actors for each metric.   

Table 4 summarizes the top 10 actors who have the highest 
score for the six metrics.  Betweenness centrality is normalized 
for comparison purposes.  Table 4 (f) shows the top 33 actors 
for the raw.mean metric obtained a 1.00 trust score, which 
represents ultimate trust.  The details in the data reveal that all 
of those specific actors received exactly one positive rating, with 
an exception for actor 4733 who received two positive ratings.  
This reveals the basic problem that happens when an actor has 
an orphaned interaction with a positive rating due to the number 
of interactions not affecting the score for the raw.mean metric.  
The raw mean, which remains widely used in many online 
communities, is highly vulnerable, and can easily be exploited 
by dishonest actors who wish to produce a misleading score.  
Another indication that discredits the raw mean is that no actor 
in the top 10 of the raw.mean metric appears in the other top 10 
tables.  The other metrics are in much closer agreement with 
each other.  We conclude that the new TrustMe metric has 
consistency and properties that capture nuances of the data.    

 

 Table 4 (a):  Top 10 In-Degrees+  Table 4 (b):  Top 10 In-Degrees-  Table 4 (c):  Top 10 Betweenness 
𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨 𝒊𝒊𝒊𝒊.𝒅𝒅𝒅𝒅𝒅𝒅𝑨𝑨𝒅𝒅𝒅𝒅+ 𝑻𝑻𝑨𝑨𝑻𝑻𝑻𝑻𝑨𝑨𝑻𝑻𝒅𝒅 

27 535 0.89 
2588 411 0.74 
1765 270 0.65 
1982 234 0.63 

1 226 0.68 
865 226 0.62 
7 216 0.67 

4093 211 0.63 
4116 203 0.66 

11 190 0.62 
 

𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨 𝒊𝒊𝒊𝒊.𝒅𝒅𝒅𝒅𝒅𝒅𝑨𝑨𝒅𝒅𝒅𝒅− 𝑻𝑻𝑨𝑨𝑻𝑻𝑻𝑻𝑨𝑨𝑻𝑻𝒅𝒅 
3669 75 0.00 
1982 45 0.63 
1342 45 0.47 
1765 41 0.65 
865 38 0.62 

2447 36 0.24 
1971 33 0.33 
3820 26 0.55 
792 26 0.52 

1999 25 0.55 
 

𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨 𝑩𝑩𝒅𝒅𝑨𝑨𝑩𝑩𝒅𝒅𝒅𝒅𝒊𝒊𝒊𝒊𝒅𝒅𝑻𝑻𝑻𝑻 𝑻𝑻𝑨𝑨𝑻𝑻𝑻𝑻𝑨𝑨𝑻𝑻𝒅𝒅 
27 1.000 0.89 

2588 0.438 0.74 
1765 0.349 0.65 
865 0.349 0.62 
1 0.317 0.68 

4093 0.295 0.63 
2078 0.293 0.64 

7 0.280 0.67 
1982 0.272 0.63 
1908 0.227 0.59 

 

 Table 4 (d):  Top 10 Eigenvector  

 
 

 Table 4 (e):  Top 10 TrustMe Scores 
 

 Table 4 (f):  Top 10 Raw Mean Scores 
𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨 𝒅𝒅𝒊𝒊𝒅𝒅𝒅𝒅𝒊𝒊𝒆𝒆𝒅𝒅𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨 𝑻𝑻𝑨𝑨𝑻𝑻𝑻𝑻𝑨𝑨𝑻𝑻𝒅𝒅 

2588 1.000 0.74 
865 0.927 0.62 
27 0.885 0.89 

1765 0.830 0.65 
1982 0.738 0.63 
4093 0.706 0.63 

1 0.692 0.68 
4207 0.643 0.60 
1294 0.635 0.60 
4116 0.612 0.66 

 

𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨 𝑻𝑻𝑨𝑨𝑻𝑻𝑻𝑻𝑨𝑨𝑻𝑻𝒅𝒅 𝑻𝑻𝑨𝑨𝑻𝑻𝑻𝑻𝑨𝑨𝑻𝑻𝒅𝒅 
27 0.89 0.89 

2588 0.74 0.74 
1 0.68 0.68 
7 0.67 0.67 

4116 0.66 0.66 
1765 0.65 0.65 
2078 0.64 0.64 
978 0.64 0.64 

1982 0.63 0.63 
4093 0.63 0.63 

 

𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨 𝑹𝑹𝑹𝑹𝑩𝑩.𝑻𝑻𝒅𝒅𝑹𝑹𝒊𝒊 𝑻𝑻𝑨𝑨𝑻𝑻𝑻𝑻𝑨𝑨𝑻𝑻𝒅𝒅 
490 1.00 0.51 
774 1.00 0.51 

1082 1.00 0.51 
1221 1.00 0.51 
1286 1.00 0.51 
1299 1.00 0.51 
1459 1.00 0.51 
1503 1.00 0.51 
1618 1.00 0.51 

24 More 1.00 0.51 
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Another type of issue is revealed through examination of 
actors such as number 1982, who appears in all tables.  A closer 
look shows that this actor obtained 234 positive ratings, 
representing 84% of all received ratings, and 45 negative 
ratings, representing the other 16%.  When the weights of these 
ratings are summed, we found that this actor has 544 in positive 
weighted ratings and -342 in negative ones.  This reveals that 
the negative ratings are 39% of the entire received ratings and 
the positive ones are the other 61%.  This suggests that metrics, 
like the TrustMe model, that has a punishment mechanism when 
ratings are negative, might be overly tolerant.  Investigation into 
the tradeoffs between the reward and punishment engines may 
be called for. 

 
Conclusion 

 
System administrators employ security software systems that 

carry out real-time monitoring of incoming traffic to detect and 
fend off malicious intruders.  Defensive and offensive security 
procedures must be integrated to collectively manage the 
threats.  Companies like Amazon capture real-time data and 
model their customers individually to serve them better and run 
their business efficiently and profitably.  Similarly, we argue 
that it is feasible for arbitrary users in cyberspace to monitor and 
orchestrate incoming data arriving from systems that they use.  
These data can be orchestrated and drive trust models.  A graph-
theoretic model called TrustMe is described and analytical 
results are presented.  The model can be used with detailed peer-
to-peer blockchain data and is more insightful than a raw mean 
metric.  The models described can support decision making to 
provide secure computing and satisfactory interactions and 
outcomes, regardless of the types of remote systems and people 
involved.  Although challenging, the technologies exist to 
support a trust-based computing framework, resulting in safe, 
purposeful, and goal-fulfilling engagement of people and 
systems. 
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Abstract 

 
The internet touches virtually every aspect of society and has 

created an interconnected global community that is has no 
parallel in human history.  With trillions of dollars of commerce 
being conducted online, it has become a key component of the 
lifeblood of modern civilization.  Unsurprisingly, it has also 
become a haven for criminals and a theater and medium for 
warfighting between nation states, terrorist and loosely 
affiliated groups and even individuals.  This paper discusses the 
current problems facing the internet and the society that relies 
on it.  It then discusses the requirements for a set of regulations 
necessary to facilitate the effective policing of the internet.  
Finally, it explains the impediments to enacting these 
regulations and evaluates the implications of not being able to 
effectively police this new global commons. 

Key Words:  Cyberspace, cybersecurity, cyber law, inter-
national law, autonomy, artificial intelligence. 

 
1 Introduction 

 
The internet has become a ubiquitous feature of the modern 

world.  Three trillion dollars of e-commerce flows through it 
each year and this is projected to double within the next five 
years [26].  Nearly three billion individuals [24], slightly less 
than half the people on the planet [30], currently use social 
media.  The internet is used by many to quickly look up 
information, access government records, to conduct personal 
and academic research and even to vote, in some areas [9, 28].  
It seems that there are few parts of one’s life, in highly 
economically developed regions, that are not touched by the 
internet.   

In fact, even when one is not using the internet him or herself, 
this does not remove its relevance.  The internet is integral to 
order-placing and fulfillment for items purchased at brick-and-
mortar stores, service at restaurants and is even involved in most 
recreation activities.  Even when one is not online, the internet 
may still be facilitating monitoring the individual via video 
surveillance [22] and moving data between its point of 
collection, autonomous screening systems [13] and human 
managers.  It also facilitates normal communications between 
individuals and businesses via e-mail, video conferencing, 
 ___________________ 
* Institute for Cyber Security Education and Research.  Phone: +1-701-
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social media and other mediums.  The internet is even an 
integral part of the emergency response plan [12] in many areas. 

Clearly, from the foregoing, the stakes are very high with the 
internet.  On an average, an IT outage costs $5,600 per minute 
[10], though this would be considerably higher for high volume 
websites and service providers.  Despite, and perhaps due to, the 
critical nature of the internet and the services that it provides, 
there are some that seek to impair its functionality.  Others seek 
to steal data from companies using it [34].  These data breaches 
can cause losses in the millions or more [2].  An attack that 
coopts a physical device could prospectively cause it to damage 
property or even injure or kill a nearby human. 

The law is meant to provide redress for losses, in cases like 
these and others.  It is designed to deter crime, through the fear 
of punishment, and to punish those who fail to be deterred.  
However, when a crime in one country can be committed by a 
potentially impossible to identify individual on the other side of 
the world, the ability to deter criminal behavior, the ability to 
seek redress for losses and even the ability to punish the 
offender are severely undermined.  Questions about what law 
applies, the priority of prospective cases against an offender, if 
he or she is even located, and extradition make pursuing all but 
the most damaging cases prohibitive.  Acts by, on behalf of, or 
supported by nation states raises the potential that even if a 
perpetrator is located, he or she may not face justice. 

This paper discusses the issues with both U.S. domestic and 
international law for policing the internet and their implications.  
It presents requirements for domestic and international 
regulations aimed at resolving some of these issues.  Finally, it 
discusses the factors that may make implementing these or 
similar regulations problematic and what the implications of this 
are for near-term internet regulation.  The juxtaposition of the 
identified issues with the analysis-derived requirements and 
implementation issue analysis, using standard legal analysis 
techniques, is the principle contribution of this work. 

 
2 Challenges of U.S. Domestic Law for Internet Regulation 

 
The use of United States domestic law for internet regulation 

has two principal problems.  The first is technical relevance.  
The second is jurisdiction. 

In terms of technical relevance, laws have difficulty keeping 
up with technical advancements.  The introduction of new 
technologies creates new forms of crime, methods of 
committing crimes, types of property to be stolen, damaged or 
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fought over and new methods that may transgress or create 
liability under existing laws.  In some cases, lawmakers try to 
combat this by creating forward-looking or broad laws; 
however, these typically have unintended consequences and 
ensnare behavior beyond what legislators sought to sanction.  

In 1978, Florida enacted the United States’ first computer 
crime law, its Computer Crimes Act [16] following publicity 
regarding an event at the Flagler Dog Track.   In response to the 
several prominent activists, a case regarding Milwaukee’s “414 
hackers” and the movie WarGames, among other factors, laws 
in other states followed and in 1984 the first federal law, the 
Counterfeit Access Device and Computer Fraud and Abuse Act, 
was enacted [16].  Notably the computer crime aspect was added 
to legislation primarily designed to focus on banking.  In 1986, 
the Computer Fraud and Abuse Act was enacted with a focus on 
computer access as part of fraud, unauthorized access malicious 
damage and password trafficking [16]. 

Jeong and McSiggen [19] contend that the media hype and 
perception of a hacker as having “the same over-driven 
personality” and looking “the same: young, white, male” 
combined with a perception of a “technologically incompetent 
establishment” created a persistent perception of a hacker and a 
“anti-hacker panic” in Washington that led to the 1984 and 1986 
laws (with a clip from WarGames actually being shown at the 
beginning of a hearing for the 1986 law) [19].  This resulted in 
a law that they argue was “already problematically over-broad, 
but fated to become worse over time” [19]. 

Problematically, the aforementioned can result in laws that 
are so broad as to be unclear as to what acts they are prohibiting 
(or creating prospective civil liability for) and laws that are not 
triggered by behavior similar to, but not exactly the same as, 
what they were designed to proscribe.  One prospective solution 
to this is to define bad acts in terms of the consequences that 
they produce or are designed to produce.  This, however, is 
inherently problematic as the former (what is produced) makes 
individuals responsible for actions’ results – instead of the 
actions themselves.  The latter, what effect actions are designed 
to produce, can be equally problematic as it requires proof of 
intent.  This problem, though, is not specific to technology law.   

This general problem is illustrated by California’s assault law:  
“An assault is an unlawful attempt, coupled with a present 
ability, to commit a violent injury on the person of another” [7].  
From this, the Judicial Council of California Criminal Jury 
Instructions instruct jurors that to convict someone of assault the 
following must be met [27]: 

 
1. The defendant did something that was likely to result in 

the use of force against someone else; 
2. The defendant did so willfully; 
3. The defendant was aware of facts that would lead a 

reasonable person to believe that this act would 
directly and probably result in force being applied to 
the other person; and 

4. When the defendant acted, s/he had the ability to apply 
force to the other person. 

 
Points one and four can be reasonably objectively determined 

(albeit with some ambiguity from terms like “likely to result in” 
and “ability to apply”).  However, points two and three require 
evidence to suggest that a defendant held a particular state of 
mind (point two, “did so willfully”) and had particular 
knowledge (point three, “aware of facts”). 

How then, is intent and knowledge determined?  It must be 
inferred from evidence, such as proximal activities, attitudes and 
statements of the defendant which would likely come from 
observations of this individual and his or her actions and 
statements.  Of course, in the cyber realm, this observation may 
be different.  On one hand, online statements and activities are 
preserved technologically.  On the other hand, an attacker need 
not be visible by others when committing a crime (or tortuous 
act) by computer.  This becomes even more problematic when 
the defendant (and witnesses) are located outside of the 
jurisdiction of prosecution or civil suit. 

The second issue with U.S. domestic law for internet 
regulation is one of jurisdiction.  Jurisdiction is “the authority 
given by law to a court to try cases and rule on legal matters 
within a particular geographic area and/or over certain types of 
legal cases” [15].  This inherently impacts prosecutions and civil 
suits as, if the court cannot try a case due to a lack of jurisdiction, 
charges cannot be filed there, or a civil complaint cannot be 
made there.  In some cases, this results in a need to simply go to 
another court.  However, prosecutors are limited in where they 
have statutory authority to bring cases and may find a matter 
outside of their reach due to jurisdictional issues. 

In the simplest case, the alleged perpetrator, crime and its 
impact (or plaintiff and defendant, in a civil case) are in the same 
physical area.  This limits jurisdictional questions to whether 
local (municipal), state or federal law (or perhaps more than 
one) is implicated.  In a more complex case, an alleged 
perpetrator is contended to have committed a criminal act in one 
area, potentially traveling through communications channels in 
numerous areas and having a result in a completely different 
area.  This though, is not even close to the most complex case.   

In an even more complex case, the alleged perpetrator may be 
alleged to have committed a bad act in one area that caused 
impact in numerous areas – perhaps even areas that the alleged 
perpetrator didn’t specifically target or intend.  In this scenario, 
could the perpetrator be legitimately charged in multiple 
locations?  It could be argued that this runs afoul of the 
constitutional prohibition on double jeopardy (an individual 
being tried twice for the same crime); however, courts have held 
that each sovereign (each state and the federal government) is 
separate and that each can enforce its respective laws [14].  
Problematically, this would allow a single entirely domestic 
crime to, theoretically, be tried 51 times (once in each state and 
once at the federal level).   

Time standards [11] for state trial courts suggest that virtually 
all felony cases (at least 98%) should be completed within a year 
and that most (75% to 90%) should be completed within 90 to 
120 days.  Even at this 90-day standard, a string of successive 
prosecutions could take 13 years and, at the one-year standard, 
an 18-year-old defendant might be 69 before completing the 
gauntlet – prospectively held in pre-trial custody without having 
ever been found guilty of anything.  While this is, of course, a 
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very extreme and unlikely example, it illustrates a key problem 
with the current system.  Further, his example still presumes that 
the criminal act and all of its impacts are constrained to the 
United States. 

 
3 International Law & The Internet 

 
When a crime or tortuous act crosses national borders, things 

get even more complicated.  In this case, they are governed by 
international law.  This so-called international law is actually a 
collection of treaties between independently sovereign states 
[32] as well as conventions and practices.  From these treaties 
and conventions, a framework of activities has emerged, some 
of these under the auspices of the United Nations, which has a 
variety of courts, tribunals, councils and other bodies for dealing 
with issues between states.  Treaties, however, are only binding 
on their (nation-state) signatories and thus international law 
varies somewhat depending on which states are implicated.  In 
addition, in some cases, states participate in treaties subject to 
declarations, reservations and objections, which impact the 
interpretation of the treaty as it applies to them and others (e.g., 
see [21]). 

There are many international standards for the conduct of 
individuals (for example, the law of the seas [21], genocide 
prohibition [17] and human trafficking prohibition [31]).  
However, for lesser crimes and crimes not necessarily of an 
international nature, these laws and regulations are left to states 
to create and litigate, subject to their treaty obligations. 

This, in some cases, may result in unanticipated results.  For 
example, individuals and businesses may find themselves 
subject to laws that they have no direct connection to and have 
not representation in the creation of.  The European General 
Data Protection Regulation [29] has highlighted this issue, as it 
has required businesses around the world to accede to a 
European Union standard, irrespective of them not being in the 
European Union.  In this case, the regulation is at least scoped 
to require some (albeit sometimes indirect) connection to 
European states or nationals.  However, it would be 
exceptionally problematic if multiple states or state collections 
created multiple and potentially conflicting regulations. 

Another example highlighting the prospective problems with 
international law is the case of a Continental Airlines mechanic.  
Mechanic John Taylor, who lived and worked in Texas in the 
United States [20] was tried in absentia, along with Continental 
Airlines, for the modification of a Continental DC-10.  French 
prosecutors contended that an improperly attached metal strip, 
installed by Taylor in the United States, fell off of the aircraft 
and was left on a Paris runway [8] where it subsequently 
damaged the tire of the Concorde sending tire debris towards the 
wing and damaging the fuel tanks [5].  This led to its 
catastrophic crash [8].  While this verdict was subsequently 
overturned on appeal [18], the reason for the reversal was due 
to the improper criminalization of a professional mistake instead 
of a question of jurisdiction, particularly in regards to John 
Taylor. 

A question here is of fundamental importance: when Taylor 
made the modification to the aircraft, did he have any indication 

that this plane would be going to France?  If not, how could he 
be expected to apply the standards of French law to his conduct?  
What if the plane was going to go to other countries, in addition 
to France?  Do all of their laws apply to his conduct?  While, 
arguably, an airline mechanic would realize that the airline is in 
an inherently international business, the mechanic himself is 
performing services as an employee in a particular country and 
it would be unreasonable to expect him to fully evaluate the 
international legal context of each action. 

Similarly, in the realm of computer civil liability and crime, 
an individual who intentionally commits a crime or engages in 
commerce in a jurisdiction, albeit remotely, may be choosing to 
subject him or herself to that jurisdiction.  However, an 
individual who undertakes an action in a jurisdiction without a 
specific intent to impact another specific jurisdiction is a very 
different matter.  Application of extrajudicial laws to conduct is 
particularly problematic when the action would not give rise to 
a civil or criminal liability in the jurisdiction that it was 
conducted in. 

 
4 The Current Status 

 
Given the foregoing, the current state of legal regulation for 

cyberspace is hodge-podge and generally inconsistent.  What 
regulation does exist, particularly in determining what law may 
govern a transaction, mistake or attack is lacking and, in some 
cases, contradictory.   

Under current regulations, individuals can inadvertently 
commit crimes against or tortuous act under a sovereignty on 
the other side of the world and may inadvertently fall under the 
law of numerous states and nations.  Actions that are legal, and 
perhaps even required, in one jurisdiction may subject an 
individual or firm to criminal penalty or civil judgement in 
another.   

Numerous factors, including where the individual is located, 
choice of law provisions in ‘click through’ text, where 
consequences of an action are and most problematically the 
politics of countries can determine what law applies.  Even the 
connection (or lack thereof) to a government entity may have 
bearing, as certain laws treat foreign individuals different from 
foreign government workers or those with government 
connections.  These laws, though, don’t deal with the 
complexity of unrecognized governments, contractors, loosely 
affiliated groups and similar, nor do they anticipate situations 
where governments may intentionally cause harm to an 
individual or firm, either as a target or in collateral to another 
action.  As just one example, in the United States, the Foreign 
Sovereign Immunities Act [25] protects other governments from 
liability for even domestic acts that deliberately target and cause 
harm to U.S. nationals and others on U.S. soil. 

A system of laws that makes it excruciatingly difficult to 
determine what is prohibited and does not deter proscribed 
behavior.  Further, a system that allows cases to be re-litigated 
over and over between jurisdictions gives an insuperable benefit 
to the party with the largest legal budget.  While every major 
new technology may introduce issues of law and policy that take 
time to identify and work out, the current system of regulations 
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for cybercrimes and torts is untenable and in need of rapid 
rectification. 

 
5 Towards International Regulations 

 
This section considers the characteristics that national and 

international regulations would need to have in order to be 
successful at resolving the issues described in the previous 
section. 

 
5.1 Form of Regulation 

 
A critical task on the pathway to the implementation of 

regulations to resolve the aforementioned issues is to determine 
what form or forms of regulation would be suitable.  There are 
a limited number of options available. 

For the domestic (United States) issue, there are principally 
two different legislative approaches.  The first is a federal law 
(or potentially constitutional amendment, if a law is insufficient 
due to a lack of authority or conflicting constitutional language).  
The second is an agreement between the states, known as an 
inter-state compact [35]. 

The federal law (or potentially constitutional amendment) 
would be a preferable form of regulation as it would create 
consistency across the entire country.  This law or amendment 
could be debated and enacted through standard processes. 

If a federal regulation is unattainable, potentially due to an 
inability to arrive at political consensus or for any other reason, 
an inter-state compact would be another possible approach.  
Inter-state compacts are negotiated between the state members 
[35].  Then they must be approved by all participating states’ 
legislatures.  Finally, in compacts related to some subject 
matters, approval by the U.S. Congress is also required [35]. 

A third though significantly more problematic approach also 
exists.  Because of the issue of double jeopardy [6] (an issue of 
U.S. Constitution interpretation), it is possible that the U.S. 
Supreme Court could create a procedure for determining 
jurisdiction to preclude double jeopardy situations from 
occurring (or to resolve them when they do occur).  This sort of 
ruling could create a judicial regulation with a similar effect to 
a legislatively enacted one. Problematically, this precludes the 
significant debate that the legislative process would entail and 
may result in a regulation without the necessary rigor and 
nuance, as it would be created in a ruling in response to a 
specific case and may only narrowly apply.  The court has 
previously caused some confusion with apparently 
contradictory rulings on double jeopardy [1], and it is possible 
that this trend could continue if the court ventured into this area.  
It is also critical to note that this sort of a judicial procedure 
would require the court to reverse its current position on 
prosecution being allowable by each sovereignty (each state and 
federal) under its applicable laws [23]. 

Thus, a federal law (or, if needed, constitutional amendment) 
would be the most straightforward and consistent across the 
country.  If this cannot be enacted, a widely adopted inter-state 
compact would be another viable option.  If neither of the 
foregoing occur, the courts may be called upon to resolve this 

issue with a ruling (or set of rulings). 
At the international level, a similar set of challenges exist.  

However, there is only a single viable solution: a treaty.  This 
treaty could prospectively be developed through the United 
Nations.  This would have logistical and organizational benefits 
over a collection of bilateral or small group multilateral treaties.  
Any treaty only applies to its signatories and this may result in 
some nations and some situations not being covered. 

In addition to covering civil and criminal activities occurring 
within and between participating nation-states, a treaty could 
also deal with cyber warfighting, cyber terrorism and groups 
that are loosely affiliated with government entities.  Each of 
these issues presents considerations that are separate from, but 
related to, civil and criminal matters.  Additionally, the treaty 
could deal with the determination of what category that a 
particular circumstance falls into and potentially provide a 
mechanism for seeking civil damages for a nation-state act 
(including potentially state-sponsored acts and acts by loosely 
affiliated organizations) against a private individual or firm. 

It is important to note that because of language in Article VI 
of the U.S. Constitution that makes treaties the “supreme law of 
the land” [3], any treaty that the United States entered into 
would become binding on the states.  Thus, a treaty could 
potentially represent a partial or even complete solution to the 
domestic issues, in addition to the international ones that it is 
primarily designed to solve.  

 
5.2 Required Regulation Characteristics 

 
A set of regulations to resolve the aforementioned issues 

would need to have a variety of characteristics.  In particular, it 
would need to provide answers to a number of critical questions.  
These include venue selection, how to combine (if they are 
combined) cases from multiple jurisdictions, how fact finding 
should work, what evidentiary standards should be used when 
these are in conflict and which state pays for incarceration (and 
where the convict should be incarcerated) or receives fine 
payments, if someone is found guilty in a criminal matter.  Each 
is now discussed. 

Venue selection determines where the trial (either criminal 
and/or civil) would occur at.  Typically, venue is determined by 
the jurisdiction; however, in a case with numerous concurrent 
jurisdictions, cases would either need to be consolidated into a 
single trial at a single venue or the trial process would need to 
occur across multiple locations.  In the case of multiple trials, a 
question would need to be answered as to whether these should 
be concurrent or sequential processes.  Regulations would need 
to specify whether trials are to be consolidated and, if so, where 
and how or if concurrent trials will occur.  If these trials will be 
sequential, an order of precedence would also need to be 
developed. 

If trials are combined, a question would arise as to how to 
combine them.  Procedures exist for civil matters (such as class 
actions) that may be effective for this.  For criminal matters, 
options include limiting the case to a single jurisdiction’s case 
(perhaps whichever is determined to be the strongest between 
all of the prospective cases), limiting the case to one charge in 
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regards to each matter (e.g., choosing particular charges from 
relevant jurisdictions, potentially due to elements of a crime 
being unique to a particular jurisdiction or its laws), or 
combining the cases in some other way. 

If cases are combined, questions of how to resolve differences 
between evidentiary standards (i.e., what can be entered into 
evidence) between jurisdictions and how fact finding occurs 
would need to be answered.  Presumably, for a combined case 
to be effective, there would either need to be a method for 
resolving evidentiary questions and producing a single set of 
evidence or a mechanism that limits access to evidence to fact 
finders for each jurisdiction in accordance with jurisdictional 
standards.  Similarly, a question arises as to whether a single 
fact finder should be used or whether it is better to have multiple 
fact finders.  In many cases, a fact finder can either be a judge 
or a jury, at the defendant’s option. 

Additionally, in combined criminal matters, if a defendant is 
convicted there is a question of which jurisdiction (or 
jurisdictions) should pay the cost of the incarceration of the 
convict, if the individual is sentenced to a term of incarceration.  
A policy for determining location and cost assignment or 
sharing would need to be arrived at.  If the defendant is ordered 
to pay a fine, the opposite question would arise as to what 
jurisdictions receive the funds and how they are divided (if they 
are divided). 

Finally, an additional consideration is how cases with 
multiple defendants, potentially involved in the incident from 
multiple locations, should be carried out.  The consolidation of 
the trials of multiple defendants may have economic and 
expediency benefits; however, it further complexifies each of 
the aforementioned considerations.  A question of how strongly 
tethered defendants’ actions should be to trigger consideration 
of consolidation (if consolidation is to be adopted as a general 
principal) is also raised, particularly if one side or the other 
derives particular benefit from the consolidation.  How to deal 
with chains of defendants (where defendant one’s actions are 
tethered to defendant two’s actions which are tethered to 
defendant three’s actions, but defendant one and three would not 
meet the tethering standard independently) must also be 
addressed. 

 
5.3 Coverage of Proposed Regulations 

Generally, the proposed regulations should be designed to 
cover the implementation and interaction between criminal 
statutes related to multi-jurisdictional and cross-jurisdictional 
issues.  Cyberattacks would be one form of conduct that would 
be covered by these laws; however, a well-defined framework 
could also cover other related issues such as remote control of 
robots or unmanned aerial vehicles (UAVs) where the robot or 
UAV commits a crime in one jurisdiction, while being operated 
from another. 

It is important to note that this framework could focus on the 
interactions between existing laws and would not necessarily 
need, in its most minimal form, to create new laws.  The 
framework would handle interactions under cybersecurity-
specific laws such as the Computer Fraud and Abuse Act as well 
as cybersecurity crimes committed under other laws (for 

example, in the United States, state-level theft, murder and 
assault laws).  In many cases new laws would not be needed, as 
existing laws cover the criminal conduct whether it is conducted 
by a human directly or via a computer system.  A more robust 
framework might establish shared definitions of certain types of 
criminal activities and some statute standards.  These shared 
definitions and statute standards would be particularly helpful 
for the international treaty approach, as conduct expectations 
may differ significantly across national borders.  The European 
Union’s Data Protection Directive, for example, used the model 
of providing statute standards that union members were 
expected to implement in their local laws [4]. 

Civil law actions can suffer from similar considerations as 
criminal ones.  While the most basic framework might cover 
only criminal matters, civil matters could be covered by the 
same or a closely related framework.  Having the two unified 
would be beneficial for understanding, because civil actions for 
damages may also arise from the same conduct as that which 
causes prospective criminal liability.  Given this, the most 
robust framework would cover both criminal matters as well as 
civil matters arising under contract, tort and other laws. 

 
6 Impediments to Regulation 

 
Given the benefits prospectively produced, it would be ideal 

to presume that this problem could be expediently solved 
without significant disagreement.  However, given conflicting 
needs, laws and desires, this seems unlikely.  By considering the 
process required to produce regulations, the potential pitfalls 
can be identified. 

There are three key steps to implementing any sort of 
regulations in this area.  The first is the need to identify one or 
multiple solutions that can be implemented as federal 
legislation, an inter-state compact or a treaty.  The second is a 
need to generate consensus around one or multiple solutions.  
The third is to implement the legislation, compact or treaty 
itself.  Each of these, of course, is a significant undertaking and 
presents a number of prospective impediments to regulation 
enactment. 

The identification of possible solutions to fill the presented 
regulatory need is a clear area of critically needed future work.  
Specifically, this process will entail the identification of 
candidate solutions, which effectively resolve the problems 
discussed, and then their comparison to the different existing 
laws and political will of the prospective implementing states 
(and/or nation-states, in the case of an international treaty).  
Solutions that conflict with numerous existing regulations, 
however ideal or elegant, may find their pathway to 
implementation intractable.  Alternately, solutions which fail to 
consider the politics of each prospective adopter may be 
similarly unable to find success in the second step of this 
process.  There are also key technical considerations, as some 
prospective policies may require certainty regarding elements of 
a crime or tortuous act which are not technically feasible, or 
which may be problematic to collect or draw sound conclusions 
from, in particular scenarios. 

Next, some sort of consensus needs to be reached regarding 
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which prospective solution will be implemented.  Of course, it 
would be ideal for all states (for a domestic implementation) or 
nation-states (for an international implementation) to agree on a 
common approach to solving this problem; however, that seems 
unlikely to happen.   

For a treaty, the process commonly used for multi-lateral 
treaties could prospectively be used.  This process allows a 
treaty to be negotiated between a group of willing states and 
signed (typically ad referendum or subject to ratification, 
approval or acceptance) and subsequently ratified by states’ 
legislative bodies [33].  If allowed for by the treaty (or failing 
that, agreed by existing treaty members), other states can later 
join the treaty by accession and, through this, incur the 
obligations and enjoy the benefits provided by the treaty [33].  
This approach would, after the consensus-building required to 
create an initial group of agreeing states, facilitate both the 
consensus-building and implementation processes for an 
international agreement. 

For domestic implementation, a similar process of creating an 
initial group of concurring states and allowing other states to 
later join could be used for an inter-state compact.  Of course, 
the process of creating a federal law, in the United States, or 
amending the U.S. Constitution is well defined. 

 
7 Conclusions and Future Work 

 
The ability to police the internet effectively is paramount.  

Given the level of commerce that occurs using it and the myriad 
of extremely beneficial uses for it, public access to the internet 
must be assured.  For the public to feel comfortable with internet 
use and attain these benefits, the internet must also be 
reasonably safe so that its use doesn’t present any greater risk 
than going to a shopping mall or town hall discussion in person.  
Key to this safety is providing a mechanism for deterring and 
punishing those who commit crimes online and seeking 
damages from those who commit tortuous acts online. 

This paper has discussed the need for reform of jurisdiction 
for civil and criminal cases arising from internet use and, in 
particular, cybersecurity incidents that occur across 
jurisdictions.  It has shown that the current hodge-podge of laws 
and procedures can result in an individual prospectively being 
criminally charged for conduct in one jurisdiction that wasn’t 
proscribed in the jurisdiction that he or she was in at the time 
that it was conducted.  It has also discussed the problem that is 
created when an individual can be charged in numerous places 
for a single event or series of events which occur in a single 
location but have impact in multiple jurisdictions.  The 
challenge of incidents with multiple prospective defendants in 
multiple prospective jurisdictions has also been discussed. 

From this analysis, the challenges that would need to be 
addressed by a prospective legislative, treaty or inter-state 
compact solution to this problem have been identified.  Further 
analysis has identified and discussed a variety of issues that may 
impair adoption of these regulations that are key to consider 
during their creation. 

The immediate future work in this area is the creation of one 
or more draft legislative, multi-state compact or treaty proposals 

which feature particular answers to the questions posed herein.  
From these, further activities related to a given plan’s adoption 
can be undertaken. 
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Abstract 

 
Massive deployment of the Internet of Things (IoT) is driving 

adoption in many application areas.  The privacy, reliability, and 
integrity of communications must be ensured so that actions 
based on information provided in IoT contexts are valid, 
sufficiently accurate and precise, and able to be implemented 
promptly upon receipt.  IoT systems striving to make policy 
based on information sharing will inevitably face impacts of 
byzantine and malicious entities/actors.  A tunable, 
understandable means for defining and updating trust of entities 
based on their on-going behavior is essential to reducing the 
impact of such actors.  What is more, the algorithm(s) used to 
establish, maintain, and adjust trust must be human 
understandable and auditable in order for users of the system to 
trust the system for every day, high-value, as well as mission-
critical use cases.  The main contributions of this work are as 
follows:  We define a behavioral trust algorithm incorporating 
four adjustable parameters that are easily human 
understandable, a mechanism by which entities in a system 
receive updated trust values, and a metric of goodness (utility) 
of the system in terms of how well the trust algorithm reduces 
the trust of entities producing bad (non-consensus) messages 
over time.  We identify trust of an entity as the probability of a 
message it produces being used by another system entity, which 
is a logical interpretation for device trust and the means by 
which we evaluate the utility of our algorithm with respect to a 
baseline threat model for IoT devices.  Four use cases keyed to 
this threat model are presented together with simulation results, 
as well as measures of utility of the algorithm and indication of 
how adjusting the trust algorithm’s parameters impacts the 
achieved utility under simulation.  

Key Words:  IoT, behavioral model, trust management, 
breakout fraud, byzantine fault tolerance, human-
understandable. 

 
1 Introduction 

 
The integration of wireless communications into embedded 

devices to create IoT has facilitated ubiquity of IoT devices and 
increased the ease with which such devices have been integrated 
into daily life.  Although IoT provides users with easy control-
at-a-distance over such things as lights, thermostats, and doors,  
____________________ 
* Computer Science and Engineering, SimCenter. 

IoT infrastructure is not without vulnerabilities.  Three such 
vulnerabilities are that (1) approximately 70% of IoT devices 
employ weak or no encryption [14], (2) IoT devices often use 
commercially available and open source wireless 
communications standards, and (3) wireless access points 
remain a key point through which attacks occur [1].  Thus, there 
remains a need for effective approaches capable of bolstering 
IoT security before there can be trustworthy systems at scale that 
incorporate IoT. 

IoT systems are based on a collective organization in which 
devices collaborate to provide better and more accurate 
decisions.  It is important to ensure that the information being 
shared is legitimate to avoid any significant degradation in 
system performance due to false or inaccurate information.  
Building trust— the “assurance” between two devices that the 
information being shared can be used with confidence that it is 
accurate—will create a trustworthy, secure system in which all 
devices are identified, and no information is accepted from any 
unauthorized device.  This supports a dynamic layer of security 
that better fits realtime systems and thus will help advance 
secure IoT implementations in future smart applications such as 
smart cities (see Figure 1). 

 

 
 
Figure 1: IoT integration towards advancing future smart 

applications 
 

The key outcome is the trust algorithm that adjusts a scalar 
trust value for each entity in the system over time (IoT device).  
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From the point of view of system integrity and utility, entity trust 
is defined as the probability that information it produces is used 
in decision making.  Algorithmically, trust depends on quality 
and level of participation, quality of messages, lifetime of a 
given entity in the system, and the number of known “bad” (non-
consensus) messages sent by that entity.  Based on this 
approach, we are able to adjust trust as a function of current and 
past behavior, providing other participants with a trust value 
upon which to judge information and interactions of the given 
entity.  As shown through our simulation results, this approach 
reduces the potential for system manipulation by bad or 
byzantine actors under the reasonable assumption that low-trust 
entities impact a system less than high-trust entities. 

The approach taken here provides an adjustable trust 
algorithm with four parameters that govern trust updates based 
on open, high-level behaviors of the devices.  Trust itself is 
identified simply as the probability of use of a given entity’s 
information for the purpose of evaluating the trust algorithm and 
as a baseline for how applications could choose to use or ignore 
a given entity’s messages.  Applications could, of course, pose 
more lax or stringent requirements.  The trust-algorithm 
parameters themselves can be weighted to meet a system’s 
overall performance (based on a utility function, such as that 
proposed here) or based on policies and guidelines that are 
chosen to achieve meta-goals of a system’s designers and/or 
users.  We, in this work, combine entity trust with its production 
of good and/or bad messages to assess its utility contribution to 
system operation; more complex utility metrics could also be 
posed in the future based on the details of IoT context and design 
goals.  Importantly, our approach shows that black-box 
decision-making is not needed to provide rational trust value that 
can be used and interpreted as needed by designers and users at 
face value.  And, our approach can be extended to vector-trust 
(scenario-based trust) per device straightforwardly. 

The remainder of the paper is organized as follows:  We 
discuss related work in Section 2, followed by our motivations 
and contributions in Section 3.  We present the threat model in 
Section 4.  Our Approach to behavioral trust management is 
given in Section 5.  T hen follows our experimentation and 
evaluation in Section 6.  We discuss the transparency, 
auditability and human oversight impacts of our model in 
Section 7.  Finally, we conclude and discuss future directions in 
Section 8.  

 
2 Related Work 

 
Related work presented in this section covers trust 

management, and behavioral trust. 
 

2.1 Trust Management 
 
Trust is based on the history of interactions and the validity of 

the information exchanged between network entities (e.g., [3, 
16-17]).  Recently, the idea of managing trust in the network has 
received significant attention since it adds an additional security 
layer designed to ensure that the data being exchanged in the 
network is valid and originates from a trustworthy source [10, 

12].  Several trust management schemes have been proposed, 
including entity-based, data-based, and hybrid trust models [18].  
One area of interest in cyber-physical systems is connected 
vehicles.  As compared to static networks, the dynamic nature 
of connected vehicles requires a distributed system that allows 
vehicles to gather and share information toward building trust in 
the network as they move from one place to another (this trust 
building can be achieved through collaboration between the 
connected vehicles and fixed roadside units (RSUs)). 

Previous work has proposed solutions for trust management 
implementation in Vehicle Ad Hoc Network— Intelligent 
Transportation Systems (VANET-ITS) (e.g., [4, 6, 8-9, 15, 18-
19]).  Specifically, in our previous study, the team has 
implemented “BLAST: Blockchain-based Trust Management in 
Smart Cities and Connected Vehicles Setup [8].”  While BLAST 
primarily concerns itself with VANET-ITS, the principles can 
be applicable to most any IoT space.  This paper proposed the 
usage of three critical aspects on the handling of trust 
management.  First, platoon formation and validation are 
performed.  Vehicles will send beacons to roadside units 
(RSUs), such that the RSU will place a small number of vehicles 
into a cell denoted as platoon.  Upon platoon formation, the RSU 
will find the global trust values of the vehicles and send the 
genesis block of what will become a platoon blockchain that 
contains the trust factors for all members of the platoon.  As the 
platoon’s vehicles interact through transmission of information, 
these trust values will be updated to more accurately reflect the 
trustworthiness of the vehicles.  The method by which 
evaluating the message accuracy is based upon the overall 
consensus that other vehicles in the platoon have had with the 
transmitted information.  Lastly, as the trust factors of the 
vehicles are updated, they would be placed onto the blockchain 
such that the immutability characteristic of blockchain would 
prevent any malicious actors from modifying the factors of any 
vehicle in the system. 

Another work by the team has been conducted for trust 
management in “A Hardware-Software Codesign Approach to 
Identity, Trust, and Resilience for IoT/CPS at Scale [7].”  Trust 
in this study was evaluated based on two metrics:  A Trust 
Mechanism and RF-DNA Fingerprinting.  The trust mechanism 
seeks to analyze the accuracy of messages that are generated by 
IoT devices transmitting; the goal is to establish metrics that can 
be used in an equation to output the overall trust value of said 
device.  The equation developed considers four factors including 
the past and current behavior of the device, the quality and 
quantity of the messages during its lifetime, the ratio of bad 
messages, and frequency that the devices has had this behavior 
(an approach we continue in this paper).  Preliminary 
simulations were done, and the study found that these variables 
were able to accurately assign trust values to vehicles even when 
malicious devices were present. 

By way of contrast, the RF-DNA Fingerprinting is a method 
for capturing and verifying the identity of a specific transmitter 
through the exploitation of the unique coloration that a 
waveform generated by the IoT transmitter during its formation 
and transmission.  This was implemented to serve two purposes; 
first was verification of the identity of an authorized IoT 
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transmitter such that it would be granted access to the network, 
as well as the ability to reject a rogue IoT transmitter from 
having access to the network.  The study found that through the 
SVM-based ID Verification process, threat models such as 
counterfeiting, and impersonation were strongly mitigated.  
Lastly, the study implemented a blockchain structure that was 
used to store the trust values such that each and every trust 
values of devices is readily available while also providing 
immutability of those values. 

 
2.2 Behavioral Trust 

 
The concept of trust management has been studied in humans 

including rule-based trust and history-based trust.  Trust 
management has also been applied in different IoT setups 
focusing on entity-based, databased, and hybrid trust models.  A 
study by Jarvenpaa et al. in [5] shows how humans evaluate a 
situational form of trust, in which trust is based on the current 
environment that the person is experiencing.  This study 
examines how an individual’s trust will change in what is called 
global virtual teams (where team members are not co-located) 
in the information systems field.  It shows that a person’s initial 
trustworthiness or perception of trustworthiness of the team 
members has a greater impact and the “team member’s 
willingness to exert effort for the collective benefit.”  It was 
generally found that a higher trust between team members lead 
to more frequent communications (because it helps assure 
everyone is completing the necessary tasks). 

Previous studies regarding human based trust in relation to 
organizations shows that humans base trust primarily on 
historical contexts, which is named History-Based Trust which 
means the “willingness to engage in trusting behavior” [11].  
However there also exists what is known as Rule-Based trust, 
which shows that following rules whether social or contractual 
generally lead to higher trust in an organization.  Between rules 
that are generally followed and the historical context of a person 
on whether they have been trustworthy in the past, one can 
accurately represent the overall trustworthiness of a person.  
Lastly the research goes on to state that the trust-destroying acts 
have a much greater impact on trust than trust building.  This is 
important an aspect in human application of trust because it is 
easier to lose trust than it is to gain trust [11]. 

One study has demonstrated that a behavioral analysis on IoT 
devices can be implemented through a master node which is 
used to monitor the data that devices will send and extract 
features from this data [2].  Features such as the source IP 
address, the destination IP address, the MAC address, and the 
port number, are extracted and the master nodes store the data 
or transactions on the behavioral monitor blockchain.  Then 
using this data and associated feature, a machine learning model 
can be built in order to build an accurate representation of the 
behavior of the device.  This machine learning model can be 
used to analyze similar to an anomaly detection method to 
determine which devices are currently acting maliciously [2]. 

It is worthwhile to note that aspects of anthropomorphic trust 
can be introduced into the trust algorithms used to enhance 
device trust; this is the approach taken here. 

3 Motivation and Contributions 
 
Our work is motivated by the need for more security in 

massive IoT deployments, and by related work described above.  
We are also motivated by the need for the algorithmics and 
mechanisms defined to be human-understandable and auditable. 

The main contributions of this work are as follows: 
 
• Definition of a baseline set of threats that IoT systems will 

face involving their collective interactions. 
• Introduction of a behavioral trust management approach 

between the devices that include hysteresis. 
• Simulation of four use-case scenarios that are driven by the 

threat model in which device trust is updated periodically 
to reflect behavior 

• Evaluation of the trust management approach and how it 
impacts metrics for total net in a given scenario (system 
utility). 

• Discussion how trust mechanism can provide human trust 
of system behavior and measures of transparency and 
auditability. 

• Identification of meaningful opportunities to extend, 
enhance, and expand this work in future. 

 
4 Threat Model 

 
We present a number of threats that target IoT devices: 
 
Threat 1.  Systems with Bad and Byzantine Actors:  

Devices may misbehave because of faults or through malicious 
takeover.  This general category of threat is pervasive in all 
distributed systems. 

Threat 2.  Breakout Fraud:  Devices in the network can 
participate and exchange messages collaboratively.  Decisions 
will be made based on these interactions.  Devices can attack the 
system by maintaining a period of (or initial) good behavior that 
yields a high level of trust, then start injecting the network with 
invalid information.  In [7], we consider these and additional 
threats in a threat model for large-scale IoT systems as well. 

 
5 Behavioral-Based Trust Management 

 
Our trust management approach focused on how trust between 

devices will be realized and dynamically managed by taking 
device behavior in the system into consideration; trust is 
evaluated based on interactions with peers and the quantity and 
quality of those interactions as compared to its peers.  In the live 
system, group consensus defines which delivered messages 
were good and which were not, providing a basis to grade the 
behavior of devices.  For the purposes of evaluation, in 
simulations, we can control which messages are reported 
faithfully and which are not without running a consensus 
algorithm, either deterministically or probabilistically, 
depending on the use case; that approach helps identify the 
quality of the trust algorithm under threats caused by a 
misbehaving device.  When running the simulations as well as 
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in the live system, a device’s trust will be used by other devices 
as an assurance with which to form a level of confidence used 
by recipient devices to identify a given device either as 
legitimate or not in its response regarding a specific reported 
event.  That is, this trust value will be used as a weight for 
decision-making purposes by other devices.  We consider an 
approach to realizing a group consensus mechanism in [8], but 
further discussion is beyond the scope of this paper.  

 
5.1 Overview 

 
Previous trust-based schemes of which we are aware have 

been based solely on the history of communications [4, 6, 7, 15, 
19].  While message validation is an essential component in such 
systems, it is critical for system entities to know whom to trust; 
therefore, in our design, we consider three types of trust: 

 
a) Direct trust (Dt (u, v)) is established between device u and 

device v that are within each other’s direct transmission 
range. 

b) Indirect trust (It (u, w)) is established between device u and 
device w based on neighbor-of-neighbor connection. 

c) Reputational trust (Rt (u, v, w)) can be formed between 
device u and its directly connected device v based on the 
information gathered from device w. 

 
Along with the aforementioned levels of trust, we will use an 

approach with finite memory to manage and build the trust 
between devices.  Within its peer group of devices, a device’s 
trust is based on the quality and quantity of interactions, as well 
as the lifetime of the device in the system. 

Four major factors drive trust: 
 
1) Relativity:  measures participation of the device and its 

current trust compared to its peers in the system; 
2) Participation:  measures the device’s behavior in the  

 

system, which is monitored by the number of messages it 
generates (quantity) and has shared in the system during 
its lifetime, and the critically (rank) of the messages 
(quality) being shared by the device during its lifetime; 

3) Lifetime:  measures the time it took a device to build its 
trust based on the shared messages compared to the total 
uptime of the system since the last update. 

4) Truthfulness:  measures how truthful the device is based 
on its behavior as being good or bad, which is calculated 
as a fraction of the truthfulness of the messages being 
shared by the device in the system. 

 
In the model that follows below, we capture these four factors 

through the following, adjustable weights: θ for relativity as the 
current behavior and participation in which the device will be 
rewarded for participation based on its behavior among other 
devices; χ for participation (the rank (criticality) and number of 
messages at each rank), φ for the lifetime (total uptime of the 
device being active to share their messages); and, τ for the 
truthfulness as a fraction of bad messages to total messages 
shared by the device.  We normalize the weights in the range [0, 
... ,1], and, by convention, assign 

 
𝜏𝜏 = 1 −  𝜃𝜃 −  𝜒𝜒 –  𝜑𝜑 (1) 

 
5.2 Trust Model Design 

 
The trust mechanism includes the four factors (θ, χ, φ, τ) that 

merit/demerit the current and past behavior for devices in a way 
that we hypothesize will reduce the potential for threats.  
Following is the approach to updating the trust for each device 
in detail. 

The first function below represents the devices’ participation 
and their current behaviors vis a vis other device. F (Ci, t) is 
defined by the following algorithm for each device i (see Figure 
2): 

 
 

Figure 2:  Calculating the interval that covers at a maximum 99.7% of the devices and builds the categories 

Average 

Above average 

Best 

Below average 

Worst 

+   3 +   2 + -   3 -   2 + 
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a) Find the mean (µ) value for all the trust values and the 
standard deviation (σ). 

b) Using the empirical rule [13] to calculate the interval that 
covers at a maximum 99.7% of the devices and builds the 
categories (and hence Ci,t); for instance: µ ± σ is 
approximately 68% of the measurements, µ±2σ is 
approximately 95%, and µ±3σ is approximately 99.7% of 
the measurements, which will lead us to create five 
categories around the mean to measure the current 
behavior among other peers.  Thus, the Ci, t value is 
computed thusly: 

 
• The “Average” category has an impact factor of 0.05; 

values within the interval [µ±σ] are in the majority, 
which represents 68% of the devices in the system. 

• The “Above-average” category has impact factor of 
0.07; values are within the interval ((µ + σ), (µ + 2σ)]. 

• The “Best” category has impact factor equal to 0.09; 
values are greater than (µ + 2σ). 

• The “Below-average” category has impact factor of 
0.03; values are within the interval [(µ−2σ), (µ − σ)]. 

• The “Worst” category has impact factor of 0.01; 
values are less than (µ − 2σ).  

 
c) Determine the device category Ci, t for each device i based 

on the five categories above and calculate the 
corresponding equation of that category with the device’s 
current trust value using the following function: 

 
 Ci, t × 1.09, Ci, t ≥ (µ + 2σ) 

 Ci, t × 1.07, (µ + σ) ≤ Ci, t < (µ + 2σ) 

F(Ci, t) = Ci, t × 1.05, (µ − σ) < Ci, t < (µ + σ)           (2) 

 Ci, t × 1.03, (µ − 2σ) < Ci, t ≤ (µ − σ) 

 Ci, t × 1.01, Ci, t ≤ (µ − 2σ) 
 

The second factor is based on the history of the device.  In our 
system, the messages are ranked from one to ten1, which reflects 
how critical the messages being shared by this specific device 
during its lifetime are.  So, the number of messages of each rank 
are stored as a list for each device, which enables calculating the 
number of points Mi,points as follows: 

  

 𝑀𝑀𝑖𝑖,𝑝𝑝𝑝𝑝𝑖𝑖𝑝𝑝𝑝𝑝𝑝𝑝 = � �Freqi,j ×  𝑗𝑗�
10

𝑗𝑗=1
 (3) 

 
This value will be calculated and later will be compared to the 

maximum value achieved among all devices using g(Mi,points): 
 
 𝑔𝑔(𝑀𝑀𝑖𝑖,𝑝𝑝𝑝𝑝𝑖𝑖𝑝𝑝𝑝𝑝𝑝𝑝 ) = 𝑀𝑀𝑖𝑖,𝑝𝑝𝑝𝑝𝑖𝑖𝑝𝑝𝑝𝑝𝑝𝑝

𝑚𝑚𝑚𝑚𝑚𝑚 (𝑘𝑘,𝑝𝑝𝑝𝑝𝑖𝑖𝑝𝑝𝑝𝑝𝑝𝑝)
 (4) 

____________________ 
1 Rankings other than linear 1...10 are substitutable without loss of 
generality (e.g., one could use exponential rankings of criticality). 
Then j →rank(j) as the multiplicand of frequencies in Equations 3, 8, 
and 9, and the number 10 is replaced by the number of ranks in the 
model. 

The third factor, which is the time it took device i to build the 
messages, is evaluated using L(lti), which is the ratio of the time 
that a device spent to build its message history to the amount of 
time on the system since the last update (uptime): 

 
 𝐿𝐿(𝑙𝑙𝑙𝑙𝑖𝑖 ) = 𝑙𝑙𝑝𝑝𝑖𝑖

𝑇𝑇𝑝𝑝𝑝𝑝𝑚𝑚𝑙𝑙 𝑝𝑝𝑖𝑖𝑚𝑚𝑡𝑡
 (5) 

 
The fourth factor is computed based on the following 

function, where Bi is the fraction of bad messages, which reflects 
the truth ratio based on the messages being sent by these devices 
compared to the events being reported, which is calculated as 

 
 𝑃𝑃(𝐵𝐵𝑖𝑖 ) = 1 − 𝐵𝐵𝑖𝑖

𝑇𝑇𝑝𝑝𝑝𝑝𝑚𝑚𝑙𝑙 𝑚𝑚𝑡𝑡𝑝𝑝𝑝𝑝𝑚𝑚𝑚𝑚𝑡𝑡𝑝𝑝
 (6) 

 
The final trust value will be the sum of all four factors, where 

each contribution is multiplied with its corresponding weight; 
thus, the updated value for each device in the system 
participating in that round will be calculated as: 

 
T i(new)  = θ × F(Ci, t) + χ × g(Mi, points)  

               + φ × L(lti) + τ × P(Bi) 
  (7) 
                = θ × F(Ci, t) + χ × g(Mi, points) + 

                  + φ × L(lti) + (1 − θ − χ − φ) × P(Bi). 
 
This final formula reflects the punishment and reward in the 

new trust based on the current and the past behavior of the 
device, considering the quality and the quantity of messages 
during its lifetime, the fraction of bad messages, and how many 
times the device repeated that behavior.  The trust value does not 
increase or decrease independently for each device; rather, the 
formula rebuilds the new trust for each device based on its 
behavior in comparison with other devices’ behaviors (current 
and past). 

 
6 System Evaluation and Experimentation 

 
We establish a metric of system utility; that is, how well does 

trust impact the system performance under threats.  We describe 
four experimental scenarios and evaluate their successfulness 
with the utility formalism while varying the trust-algorithm 
parameters θ, χ, φ, and τ over the 3D parameter space (τ depends 
on θ, χ, φ, as noted above in Equation 1). 

 
6.1 Trust Effectiveness Metrics 

 
Tacitly, we recognize that high-trust entities produce 

messages that are more likely to be used than those produced by 
low-trust devices.  As noted above, we identify trust of a given 
device, in the context of evaluating the utility of our algorithm, 
as the probability that a message generated by that device— 
whether good or bad—will be utilized by applications 
(cooperating groups devices delivering an IoT service).  
Applications could apply more-lax, more stringent, or even 
case-based or situational rationales2 for determining whether to 
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decide based on a given message from a given device at a current 
trust level, but that is beyond the scope of this study. 

We define a utility function for the performance of our trust 
algorithm as follows: For each device i in the field, we calculate 
Gi,(hourly), which is the quality of its good behavior, Gi,(hourly) is 
given in Equation (8) below, which is the rank of the good 
messages times that message rank’s frequency.  This also 
applies for device i’s bad behavior, as denoted by B(hourly) and 
given in the Equation (9), following: 

 

 𝐺𝐺𝑖𝑖,(ℎ𝑝𝑝𝑜𝑜𝑜𝑜𝑙𝑙𝑜𝑜) = � �GoodMessageFreqi,j ×  𝑗𝑗�
10

𝑗𝑗=1
       (8) 

𝑎𝑎𝑎𝑎𝑎𝑎 

 𝐵𝐵𝑖𝑖,(ℎ𝑝𝑝𝑜𝑜𝑜𝑜𝑙𝑙𝑜𝑜) = � �BadMessageFreqi,j ×  𝑗𝑗�
10

𝑗𝑗=1
       (9) 

 
The utility value is calculated hourly for all n participating 

devices as follows: 
 

𝑈𝑈𝛳𝛳,𝜒𝜒,𝜙𝜙,𝜏𝜏(ℎ𝑝𝑝𝑜𝑜𝑜𝑜𝑙𝑙𝑜𝑜) � �𝑇𝑇𝑖𝑖(𝑎𝑎𝑛𝑛𝑛𝑛) (𝐺𝐺𝑖𝑖,(ℎ𝑝𝑝𝑜𝑜𝑜𝑜𝑙𝑙𝑜𝑜) 𝐵𝐵𝑖𝑖,(ℎ𝑝𝑝𝑜𝑜𝑜𝑜𝑙𝑙𝑜𝑜))�
𝑝𝑝

𝑖𝑖=1
  (10) 

 
We calculate the average utility value for the same 

combination of (θ, χ, φ) for number of hours simulated in 
equation 11: 

 

 𝑈𝑈′𝑖𝑖,(𝛳𝛳,𝜒𝜒,𝜙𝜙,𝜏𝜏) = � �𝑈𝑈𝛳𝛳,𝜒𝜒,𝜙𝜙,𝜏𝜏(ℎ) �
𝐻𝐻

ℎ=1
 / 𝐻𝐻          (11) 

 
where H is the number of hours simulated in a single run with a 
single use case and fixed θ, χ, φ, τ.  In the following experiments, 
we denote U’’ as the mean utility of a single configuration over 
multiple reruns and sU’’ as its standard deviation of that mean. 

 
6.2 Experimentation 

 
All devices start their trust at zero.  Thus, each device’s trust 

in the next update will be nearly the same if they were active to 
the same degree and communicated honestly with the same 
number of messages and no bad messages.  The weight for 
participation and current behavior in comparison with one 
another in the formula is the same for all given their common 
initial trust.  Differences arise from other factors such as the 
active uptime for each, the number of generated messages, and 
the fraction of bad messages produced by each. 

To evaluate the performance of the trust mechanism presented 
in this work, an event-based simulation was designed, such that, 
devices will report incidents represented by events.  Later, each 
device will be categorized as begin good if their report matches 
the incidents and bad if there is a mismatch between the 
messages being generated by the device compared to the events.  
The simulation was configured to include 25 devices all 
____________________ 
2A selective parameter study was performed to demonstrate the utility 
of this approach.  An exhaustive study of the parameter space may 
result in even better results.  This is left for future work. 

transmitting messages between one another to build trust 
naturally in the system.  As the simulation progresses and 
devices are transmitting several messages between each other, 
the trust values of each device are updated every 360 seconds in 
simulation time.  Trust values are carried forward from the 
beginning of the simulation. Each device’s behavior (consider 
our four factors of behavior) will be used to update its trust 
periodically.  As we consider IoT devices, we chose a one-hour 
duration as a monitoring period during which device behavior 
can be measured.  This duration was selected to make sure any 
negative behavior can be captured before its effect on the system 
becomes unacceptably high; nonetheless, shorter monitoring 
periods could also have been chosen3.  

Trust values are updated 24 times during the simulation 
meaning that the trust value at the end of the simulation would 
be the trust value of the devices after a period of 1 day.  In order 
to obtain a more accurate evaluation of our utility function, we 
run the simulation for 200 times.  Across these runs, the utility 
function is calculated per run and the average is calculate for all 
the runs to provide insight into the performance of each run to 
determine which combination of coefficients (θ, χ, φ, and τ) in 
the formula enhances the system better than other combinations 
so that entity trusts are adjusted, thereby yielding the largest net 
number of accurate messages vs. false messages. 

We used (θ = 0.25, χ = 0.25, φ = 0.25, τ = 0.25) as an initial 
configuration.  We fixed τ and generated 106 different 
configurations using various margins such as 1.0, 0.5, and 0.25 
for the other coefficients.  We ran the simulation for each of 106 
combinations4 and found the average utility value as in equations 
(10) and (11) for each.  This procedure was applied for the 
following cases, where we were able to find the best 
combination that yielded the maximum average utility value. 

 
6.3 Use Cases 

 
As described above in Section 4, we are considering two high-

level classes of threats to the IoT system to be mitigated with 
our trust model.  Consequently, the first three use cases below 
explore the case with bad and byzantine actors throughout a 
given simulation scenario.  These cases were designed to 
measure the ability of the system to handle byzantine actors.  We 
considered different percentages of failing (34%, 5%, and the 
most chaotic one with 50% failure ratio).  However, the fourth 
use case considers the threat of breakout fraud. 

 
Use Case 1:  This use case is designed to reflect the situation 

where 66% of the devices are deemed to be good devices, while 
the rest (34%) are malicious (byzantine actors). 66% of the 
devices reach consensus based on a given event being reported 
as compared to the rest of the devices.  This case was designed 
to target bad and byzantine actors’ threat (Section 4 - Threat 1). 

 
____________________ 
3 In [8], we consider maximum frequencies of trust updates based on 
the ability to form consensuses and promulgate trust updates.  
4 We chose 106 as greater than 100 but without any other particular 
rationale for this precise value. 
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Our experimental results and the system utility evaluation of 
this case are presented in Table 1.  Our results reflect the best5 

representation of the U’’s along with their corresponding error 
estimates, sU’’.  This table shows the level of confidence in the 
selection of the coefficient values for this case.  The best 
coefficients combination achieved for this case were picked 
based on the maximum U’’ value among other combinations for 
this sample (highlighted in blue in the table).  Note that these 
combinations were selected to reflect the best representation 
where there is no overlap in U’’ ± sU’’ with other combinations’ 
values. 

As shown in Table 1, the best combination found has high 
values of relativity factor and low values of lifetime and 
participation factors.  This combination enables the system to 
achieve 34% fault tolerance.  Assigning a higher weight for the 
relativity factor will evidently keep trust values from being 
influenced by the percentage of bad messages in the system. 

The observations in Table 1 show optimized weights for the 
trust factors and depict the corresponding system evaluation in 
Figure. 3. 

Figure 3 shows the results for a sample points of the analysis 
(four devices) to demonstrate how the proposed algorithm 
manages trust in the system.  According to this use case, 66% of 
devices are considered to be good devices with corresponding 
good (truthful) behavior while 34% of the devices are 
considered as bad devices based on their behavior in the system.  
In this use case, we have introduced at least two devices from 
each category to yield a reasonable comparison of the behavior 
and how the trust is being handled in the system.  The trust can 
be observed as increasing for devices #1 and #2, based on their 
good behavior; it is more noticeable when compared with the 
trust of devices #3 and #4, whose trust decreases because of their 
bad behavior. 

The selected combinations demonstrate that the system was 
 

   Table 1:  The average Utility values with 66% good devices 
θ χ φ τ 𝑈𝑈′′(𝛳𝛳,𝜒𝜒,𝜙𝜙,𝜏𝜏)  ±  𝑆𝑆𝑈𝑈′′  

0.43 0.16 0.16 0.25 9,961 ± 1,024 

0.44 0.155 0.155 0.25 10,104 ± 916 

0.6 0.075 0.075 0.25 12,225 ± 955 

0.25 0.25 0.25 0.25 8,752 ± 903 

0.075 0.6 0.075 0.25 10,045 ± 1,385 

 

 
 

Figure 3:  Trust updates values for the 66% good actors with best utility value 
 
 
____________________ 
5 A selective parameter study was performed to demonstrate the 

utility of this approach.  An exhaustive study of the parameter space 
may result in even better results.  This is left for future work. 

able to distinguish good behavior from bad behavior.  As a 
result, devices #1 and #2 with good behavior were able to build 
their trust rapidly over time, while other devices failed to 
achieve high trust values in the system as a result of their bad 
behavior. 
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Use Case 2:  With 95% of devices sending truthful (accurate) 
messages, and the remaining 5% sending false messages, this 
case was designed to target the threat of bad and byzantine actors 
(Section 4 - Threat 1).  The results of simulation and the values 
generated by the utility function observed in this case are 
presented in Table 2.  In this case, 95% of the messages being 
shared in the system are good messages; that justifies that the 
highest weight being given to the participation factor.  To 
achieve the highest utility value (highlighted in blue in the 
table), the other three factors were assigned a comparatively 
lower weight. 

 
In Table 2, we identified the highest utility weights for the 

trust factors and depicted the corresponding system evaluation 
in Figure. 4. 

As shown in Figure. 4, we plot the same number of devices as 
in use case 1 for uniformity, where devices #1 and #2 are among 
the 95% of the system devices with good behavior while devices 
#3 and #4 are among the remaining 5% of the devices with bad 
behavior. 

Based on the selected combinations, it can be seen in Figure. 
4 that the system was able to successfully distinguish good 

behavior from the bad behavior, where devices #1 and #2 with 
their good behavior were able to reach topmost trust values in a 
short period of time similar to what was observed with good 
devices in case 1, which reflects the system’s ability to perform 
well with minimum byzantine behaviors. 

Despite the fact that the system has 95% of its devices as 
behaving good, the bad devices could not advance their trust 
beyond the second trust update, which is considered lower than 
the ones with the good behaviors. 

 
Use Case 3:  In this case, we set the number of devices 

sending accurate messages to be precisely the same as the 
number of devices sending inaccurate messages (both to 50%).  
This use case is meant to show the ability of the system to 
tolerate the scenario with 50% of devices failing while targeting 
bad and byzantine actors’ threats (Section 4 - Threat 1). 

Our experimental results and the system utility evaluation of 
this case is presented in Table 3.  This case is close in its results 
to Case 1, where the best combination is that with the highest 
weight assigned to the relativity factor, while the other factors 
are set to lower weights, which is for the same reason as was 
addressed in Case 1. 

 
 Table 2:  The average Utility values with 95% good devices 

θ χ φ τ 𝑈𝑈′′(𝛳𝛳,𝜒𝜒,𝜙𝜙,𝜏𝜏)  ±  𝑆𝑆𝑈𝑈′′  

0.23 0.29 0.23 0.25 16,634 ± 1,177 

0.08 0.59 0.08 0.25 20,389 ± 1560 

0.09 0.09 0.57 0.25 10,561 ± 738 

0.085 0.085 0.58 0.25 10,489 ± 744 

0.08 0.08 0.59 0.25 10,289 ± 659 
 
 
 
 

 
Figure 4:  Trust updates values for the 95% good actors with best utility value 
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Table 3:  The average Utility values with 50% good devices 
θ χ φ τ 𝑈𝑈′′(𝛳𝛳,𝜒𝜒,𝜙𝜙,𝜏𝜏)  ±  𝑆𝑆𝑈𝑈′′  

0.03 0.03 0.59 0.35 4,616 ± 323 

0.135 0.38 0.135 0.35 5,326 ± 809 

0.5 0.075 0.075 0.35 8922 ± 511 

0.49 0.08 0.08 0.35 8,316 ± 910 

0.58 0.035 0.035 0.035 10,650 ± 777 

 
 
In Figure 5, we plot the trust of five devices with 50% of the 

devices behaving well.  Here devices #1 and #2 are among the 
good ones and devices #3, #4, and #5 are among the bad ones. 

The combinations selected are shown in Table 3 (highlighted 
in blue).  It can also be observed in Figure 5 that devices with 
good behavior were able to build up their trust faster than those 
behaving maliciously. 

Since the relativity in the system is considered to be the one 
with the highest weight, the system was able to successfully 
separate the bad behavior from good behavior, and trust of all 
devices with bad behavior was isolated farther apart from the 
ones with good behavior.  This behavior is made more evident 
by the large gap in the figure between the trust values of the 
devices with good behavior vs. those with bad behavior.  

 
Use Case 4: Devices in the network can participate and 

exchange messages collaboratively, and decisions will be made 
based on these interactions.  Devices can perform a breakout 
fraud behavior, where they can attack the system by maintaining 
a period of (or initial) good behavior that yields a high level of 

trust, then start injecting the network with invalid information.  
To address this behavior, we designed this use case with the 
focus on this type of behavior to determine how our approach 
mitigates such behavior.  This case was designed to target bad 
and byzantine actors’ threat (Section 4 - Threat 2).  All devices 
begin the simulation with an equal 50% trust then the simulation 
runs for half of the time as the other simulations in order to give 
each of the devices an opportunity to build their trust as it would 
naturally occur.  Then at the halfway point in the simulation, 
10% of the devices would systematically begin sending bad 
messages.  The outcome of this simulation can be used to 
determine how quickly the system reacts to degrade the trust 
value of a previously trustworthy device. 

Our experimental results and the system utility evaluation of 
this case is presented in Table 4.  It can be seen that the best 
combination based on the highest utility value was realized with 
the highest weight again given to the relativity factor 
(highlighted in blue in the table).  Because the breakout-fraud 
situation occurs after malicious devices gain their highest trust 
in the system, assigning the highest weight to the relativity  

 
 

 
 

Figure 5:  Trust updates values for the 50% good actors with best utility value 
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 Table 4: The average Utility values with devices engaging in  
breakout fraud behavior 

θ χ φ τ 𝑈𝑈′′(𝛳𝛳,𝜒𝜒,𝜙𝜙,𝜏𝜏)  ±  𝑆𝑆𝑈𝑈′′  

0.08 0.08 0.59 0.25 9,935 ± 610 

0.075 0.075 0.6 0.25 9,776 ± 616 

0.105 0.105 0.54 0.25 10,709 ± 690 

0.25 0.25 0.25 0.25 8,316 ± 1,149 

0.6 0.075 0.075 0.25 19,946 ± 1,312 

 
factor evidently will degrade the trust update values for these 
devices faster.  This fast action will work to reduce the impact 
of bad behavior on the system as a whole. 

Based on the results presented in Table 4, we identified the 
highest utility weights for the trust factors and depicted the 
corresponding system evaluation in Figure 6.  It can be seen that 
devices start building their trust rapidly.  And, as soon as the 
system detects bad behavior carried through the breakout fraud, 
their trust values will rapidly degrade as they continue with their 
bad behavior. 

Based on the chosen utility function, we were able to 
determine quality combinations of factors given the different use 
cases presented in this section. 

 
7 Transparency, Audibility, and Human Oversight 

 
Our basic conclusion of this work is that our trust model 

incorporates human-understandable reactions to good and bad 
behavior.  The weights on various behavior are explicit in the 
model, so that designers, auditors, and users can understand why 
certain devices gain and lose trust over time in an operational 

system.  These properties enable human-centric control of the 
outcomes of trust-related decisions in terms of non-biasing of 
certain actors and participants, as well as making explicit what 
good and bad behavior are of both human and machine actors in 
such a system.  While considering this qualitative measurement 
via the four factors of our behavioral model, we assert that it is 
superior to black-box decision-making insofar as it is 
explainable at or immediately after trusts are adjusted based on 
behavior.  What is more, the simple connection of trust as the 
probability that data produced by a given device will be used 
provides a baseline to consider the impact of good and bad 
behavior in a large-scale IoT system.  Certainly, more 
sophisticated scalar and vector (per scenario) trusts can be 
extrapolated from these without losing the aspect of human 
understandability, which is a key prerequisite for keeping 
humans in (supervisory) control of the system. 

 
8 Conclusion and Future Work 

 
Our trust algorithm and approach provide a human-

understandable concept for trust, and an understandable  

 

 
 

Figure 6:  Trust updates values for the break fraud attack with best utility value 
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mechanism for trust updating based on device (entity) behavior 
in a large-scale IoT system.  We identify trust for a device as a 
scalar probability that this device’s messages will be used by 
others in the system; this provides a basis for indicating 
contribution or degradation that is caused by a given device.  
Vector (or scenario-based) trust for each device, as well as more 
complex application-based decisions of how to interpret that 
trust remain as future extensions to this work. 

Our baseline threat model addresses bad and byzantine actors 
as well as breakout fraud but leaves open experimentation with 
additional dimensions of threat.  Our use cases are keyed to the 
threat model, and our outcomes are rated against a logical utility 
metric of system utility (ability to favor good behavior over bad, 
and downrate badly behaving actors).  Three of these use cases 
examine difficult scenarios in which overall behavior (good vs. 
bad) is a percentage of total membership and random...practical 
systems will often be much less demanding that these scenarios.  
The fourth case involves breakout fraud among a subset of 
devices after initial good behavior, which means that trust has 
grown for such ultimately bad actors due to initial performance. 

In conclusion, with our optimization procedure we were able 
to use adjustable parameters guided by a utility function to find 
the approximate optimal performance based on the test cases.  
We determined for each case the behavioral model’s factors with 
the highest beneficial impact on trust updates, thus led to better 
system behavior for the test cases, as measured by the utility 
function, vs. random choices of these parameters. 

Based on the use case results, the highest weight was assigned 
to the relativity factor in order to achieve better performance.  
This holds for all cases except for the case where the system 
tolerate is 5% byzantine behavior, in which the highest weight 
was assigned to the participation factor.  As the majority of the 
devices are behaving legitimately (good behavior), and because 
of the relativity factor, most devices will be categorized as 
distinct from those devices behaving maliciously.  Bad behavior 
will mainly be captured by the participation factor (in which 
malicious devices are sending false reports considering the 
reported events).  Since the bad behavior in the system is 
measured through the use of the participation and lifetime 
factors, it is still hard to determine their best weights given the 
cases presented in this work.  Nevertheless, in use Cases 1-3 and 
through our behavior-based trust model with the assigned 
weights, we were able to mitigate bad devices’ behavior in the 
system, as well as to mitigate the breakout fraud behavior in use 
Case 4. 

While our model is understandable and auditable, it currently 
lacks the ability to over-penalize bad behavior.  What this means 
is that an actor whose trust is substantially reduced by a scenario 
of bad behavior can ultimately reaccumulate trust in equal 
measure to another device that has never acted badly, despite a 
degree of memory of that bad behavior.  These is no “parole” or 
period of strong negative bias once bad behavior has been 
detected, and trust lowered.  Therefore, cyclical good and bad 
behavior is not fully captured and could be used as a 
countermeasure by bad and colluding actors in the system.  
Furthermore, we need to explore the frequency of trust change 
(which is hourly as currently implemented) vs. the frequency 

and content of bad messages that can be transmitted (with 
concomitant damage potential) during a period.  In fact, a period 
of no less than three hours is needed to establish a trust trend 
definitively.  As such, the threat models will have to be extended 
to look not only at cyclical good vs. bad behavior, but also 
frequency effects that will motivate trust updates that are more 
frequent.  In this regard, there will be a maximum rate at which 
trust can be transmitted broadly as a function of system size and 
performance in order to maintain scalability.  For this reason, 
exploration of random frequency of trust updates, and 
asynchronous trust values, as well as trust hierarchies will 
evidently be needed.  These considerations also remain for 
future work. 
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