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Abstract 
 
In this paper, we have considered a recently reported 2-level 

non-DHT-based structured P2P network.  It is an interest-based 
architecture. Residue Class (RC) based on modular arithmetic 
has been used to realize the overlay topology.  Such an 
architecture has been the choice because it offers low latency 
in both inter or intra group communications.  In the present 
work, we have proposed efficient ways to make these already 
existing communication protocols secured.  In addition, we 
have extended these protocols further to include anonymity as 
well. 
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1 Introduction 
 
Peer-to-Peer (P2P) overlay networks are widely used in 

distributed systems due to their ability to provide computational 
and data resource sharing capability in a scalable, self-
organizing, distributed manner. P2P networks are classified into 
two classes: unstructured and structured ones.  In unstructured 
systems [2] peers are organized into arbitrary topology.  It takes 
the help of flooding for data look up. Problem arising due to 
frequent peer joining and leaving the system, also known as 
churn, is handled effectively in unstructured systems, however, 
it compromises with the efficiency of data query and the much-
needed flexibility.  In unstructured networks, lookups are not 
guaranteed.  On the other hand, structured overlay networks 
provide deterministic bounds on data discovery.  They provide 
scalable network overlays based on a distributed data structure 
which actually supports the deterministic behavior for data 
lookup.  Recent trend in designing structured overlay 
architectures is the use of distributed hash tables (DHTs) [6, 9, 
18].  Such overlay architectures can offer efficient, flexible, and 
robust service [6, 9, 11, 18-19]. 

However, maintaining DHTs is a complex task and needs 
substantial amount of effort to handle the problem of churn.   
____________________ 
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So, the major challenge facing such architectures is how to 
reduce this amount of effort while still providing an efficient 
data query service.  In this direction, there exist several 
important works, which have considered designing hybrid 
systems [5, 14, 16, 20].  These works attempt to include the 
advantages of both structured and unstructured architectures.  
However, these works have their own pros and cons [1]. 

 
2 Preliminaries 

 
Some of the preliminaries of this RC-based low diameter two 

level hierarchical structured P2P network [7-8, 12], have been 
considered here.  In this section, we present a structured 
architecture for an interest-based peer-to-peer system.  The 
following notations along with their interpretations will be used 
while we define the architecture. 

 
Definition 1.  We define a resource as a tuple <Resi, V˃, 

where Resi denotes the type of a resource and Vis the value of 
the resource.  Note that a resource can have many values. 

Definition 2.  Let S be the set of all peers in a peer-to-peer 
system.  Then S = {PRi}, 0 ≤ i ≤ n-1, where PRi denotes the 
subset consisting of all peers with the same resource type Resi. 
and the number of distinct resource types present in the system 
is n.  Also, for each subset PRi, we assume that Hi is the first 
peer among the peers in PRi to join the system.  We call Hi as 
the group-head of group Gi formed by the peers in the subset 
PRi. 

We now describe our proposed architecture suitable for 
interest-based peer-to-peer system.  Generalization of the 
architecture is considered in [8].  

 We use the following notations along with their 
interpretations while we define the architecture.  

 
2.1 Two Level Hierarchy 

 
It is a two-level overlay architecture and at each level 

structured networks of peers exist.  It is explained in detail 
below. 

 
1)  At level-1, we have a ring network consisting of the peers 

Hi (0 ≤ i ≤ n-1).  The number of peers on the ring is n which is 
also the number of distinct resource types.  This ring network is 
used for efficient data lookup and so we name it as transit ring 

mailto:swathi.kaluvakuri@siu.edu
mailto:swathi.kaluvakuri@siu.edu
mailto:ndebnath@gmail.com


IJCA, Vol. 28, No, 3, Sept. 2021 141 

network. 
2)  At level-2, there are n numbers of completely connected 

networks (groups) of peers.  Each such group, say Gi is formed 
by the peers of the subset PRi, (0 ≤ i ≤ n-1), such that all peers (ϵ 
PRi) are directly connected (logically) to each other, resulting in 
the network diameter of 1.  Each Gi is connected to the transit 
ring network via its group-head Hi. 

3)  Each peer on the transit ring network maintains a global 
resource table (GRT) that consists of n number of tuples.  GRT 
contains one tuple per group and each tuple is of the form 
<Resource Type, Resource Code, Group Head Logical 
Address>, where Group Head Logical Address refers to the 
architecture.  Also, Resource Code is the same as the group-
head logical address. 

4)  Any communication between a peer Gx,i  ∈ group Gx  and 
Gy,j ∈ group Gy  takes place only through the corresponding 
group heads Hx  and Hy.  

 
The proposed architecture is shown in Figure 1. 
 

 

Figure 1:  A two-level RC based structured P2P architecture 
with n distinct resource types 

 
2.2 Relevant Properties of Modular Arithmetic 

 
Consider the set Sn of nonnegative integers less than n, given 

as Sn = {0, 1, 2, …  (n – 1)}.  This is referred to as the set of 
residues, or residue classes (mod n).  That is, each integer in Sn 
represents a residue class (RC).  These residue classes can be 
labelled as [0], [1], [2], …, [n – 1], where [r] = {a: a is an integer, 
a ≡ r (mod n)}. 

For example, for n = 3, the classes are: 
 
        [0] = {…., ─ 6, ─ 3, 0, 3, 6, …} 

        [1] = {…., ─ 5, ─ 2, 1, 4, 7, …} 
        [2] = {…., ─ 4, ─ 1, 2, 5, 8, …} 
 
Thus, any class r (mod n) of Sn can be written as follows: 
 
[r] = {.…, (r - 2n), (r - n), r, (r + n), (r +2 n), …, (r + (j-1). n),  
(r + j.n), (r + (j+1).n), …..} 
 
A few relevant properties of residue class are stated below.  
 
Lemma 1.  Any two numbers of any class r of Sn are mutually 

congruent. 
 

2.3 Assignments of Overlay Addresses 
 
Assume that in an interest-based P2P system there are n 

distinct resource types.  Note that n can be set to an extremely 
large value a priori to accommodate a large number of distinct 
resource types.  Consider the set of all peers in the system given 
as S = {PRi}, 0 ≤ i ≤ n-1.  Also, as mentioned earlier, for each 
subset PRi (i.e. group Gi) peer Hi is the first peer with resource 
type Ri to join the system.  

The assignment of logical addresses to the peers at the two 
levels and the resources happen as explained in [7-8, 12]. 

 
Remark 1.  GRT remains sorted with respect to the logical 

addresses of the group-heads. 
 
Definition 3.  Two peers Hi and Hj on the ring network are 

logically linked together if (i + 1) mod n = j. 
 
Remark 2.  The last group-head Hn-1 and the first group-head 

P0 are neighbors based on Definition 3.  It justifies that the 
transit network is a ring. 

 
Definition 4. Two peers of a group Gr are logically linked 

together if their assigned logical addresses are mutually 
congruent.  

 
Lemma 2.  Diameter of the transit ring network is n/2. 
Lemma 3.  Each group Gr forms a complete graph. 
 

2.4 Sailent Features of Overlay Architecture 
 

We summarize the salient features of this architecture. 
 
1) It is a hierarchical overlay network architecture 

consisting of two levels; at each level the network is a structured 
one. 

2) Use of modular arithmetic allows a group-head address 
to be identical to the resource type owned by the group.  We 
will show in the following section the benefit of this idea from 
the viewpoint of achieving reasonably very low search latency. 

3) Number of peers on the ring is equal to the number of 
distinct resource types, unlike in existing distributed hash table-
based works some of which use a ring network at the heart of 
their proposed architecture [11]. 
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4) The transit ring network has the diameter of n/2.  Note 
that in general in any P2P network, the total number of peers  
N >> n. 

5) Each overlay network at level 2 is completely connected.  
That is, in graph theoretic term it is a complete graph consisting 
of the peers in the group.  So, its diameter is just 1.  Because of 
this smallest possible diameter (in terms of number of overlay 
hops) the architecture offers minimum search latency inside a 
group. 

 
2.5 Our Contribution 

 
In this paper, we have considered interest based P2P systems 

[20-21].  We have considered designing secured protocols for 
Inter and Intra lookup algorithms.  The concepts of symmetric 
key, asymmetric key cryptography with public and private keys 
have been used.  We have also considered making the capacity-
constrained multicast algorithms more efficient with security 
both inside a group and for the two-level architecture.  In 
addition, we have also considered anonymity.  In section III we 
present the secured data lookup algorithms and in section IV, 
we have present multicast algorithms with both security and 
anonymity. 

 
3 Data Lookup Algorithms with Security 

 
Cryptography is the research and implementation of 

encrypted communication techniques.  It is concerned with the 

creation and analysis of protocols that prevent malicious third 
parties from accessing information exchanged between two 
organizations, thereby adhering to various aspects of 
information security. 

A situation in which a message or data exchanged between 
two parties cannot be accessed by an adversary is referred to as 
secure communication.  In cryptography, an adversary is a 
malicious party that attempts to retrieve useful information or 
data by breaching information security principles. 

Cryptographic algorithms are used to achieve stability in 
peer-to-peer networks in terms of authentication and 
confidentiality.  Secret key cryptographic algorithms and public 
key cryptographic algorithms are the two types of cryptographic 
algorithms that are most used.  Since the same key is used for 
encryption and decryption and is shared by all parties 
concerned, secret key cryptographic algorithms are also known 
as symmetric key algorithms.  Asymmetric key algorithms, on 
the other hand, are also known as public key cryptographic 
algorithms.  A pair of keys, one for encryption and the other for 
decryption, are used in this form.  One of the keys, known as 
the public key, is made public, while the other, known as the 
private key, is kept private.  Only the pair's secret key will 
decrypt a message encrypted with a public key.  Similarly, a 
message encrypted with a private key can only be decrypted by 
the pair's public key [13].  Data lookup algorithms [7, 12] both 
Inter and Intra are presented in this section with the concept of 
security.  Cryptographic functions and their applications in 2 
level RC based architecture is explained in Figure 2. 

 

 
 

Figure 2:  Cryptographic functions and their applications in 2 level architecture 
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3.1 Intra Group Lookup Algorithm with Security in RC 
based Architecture 

 
In this case the resource lookup happens within the group, i.e., 

the resource type is the same for both the parties but the value is 
different.  So, we use the concept of symmetric key cryptography 
where the same cryptographic key is used for encoding the 
message (request) by requesting peer and decoding the message 
(request) by group head.  The algorithm is explained as follows.  

Let us assume that in a group Gx , a peer Gx,i with resource 
<Resx, Vi> is looking for a resource <Resx, Vj>. Let SyKeyx,i  is 
the common/symmetric key shared by the requesting node Gx,i 
and the corresponding group head Hx of the same group Gx  as 
explained in Figure 3.  

 
Secured Intra-Lookup Algorithm 

 
1. Request node Gx,i  will encrypt  the message <Resx, Vj> 

with symmetric key SyKeyx,i and sends it group head Hx 
through a unicast message.  
 
// To make it clear, this symmetric key information is 

known only to the requestor and the group head so 
other nodes in the same interest group will not be 
able to decrypt the request.  

 
2. The group head Hx will then decrypt the encrypted 

request with the symmetric key SyKeyx,i 
3. Later, this request <Resx, Vj> will be broadcasted in the 

interest group Gx by the group head Hx 
4. If a node Gx,j  in group Gx has the requested resource 

<Resx, Vj> 
 
a. it encrypts the resource <Resx, Vj> with symmetric 

key SyKyx,j and unicasts it to the group head Hx 
b. The group head Hx will use the symmetric key 

SyKyx,j and decrypts the response from Gx,j   
c. Hx  will now encrypt the response <Resx, Vj> with 

the symmetric key SyKeyx,i  and unicasts it to the 
requesting node Gx,i   

d. Finally, Gx,i  will decrypt the response using the 
symmetric key SyKeyx,i     

 
else search for <Resx, Vj> fails  

 
Figure 3: Intra Group Lookup Algorithm with Security in RC 

based architecture 
 

3.2 Inter Group Lookup Algorithm with Security in RC 
based Architecture 

 
When it comes to Inter group, the communication happens 

between the nodes from two different interest-based groups, so 
here comes the concept of public and private keys.  Hence the 
asymmetric key security.  In our secured RC based architecture, 
any sort of communication between the peers Gx,i  ∈ group Gx  
and Gy,j ∈ group Gy  takes place only through the corresponding 

group heads Hx  and Hy. 
The following notations are used to denote the public and 

private keys of the requesting and responding group heads. 
 
• Pblx and Pvtx to denote respectively the public and private 

keys of group-head Hx of group Gx. 
• Pbly and Pvty to denote respectively the public and private 

keys of group-head Hy of group Gy. 
 
Without any loss of generality, let a peer Gx,i  ∈ group Gx 

requests for a resource <Resy, Vj>.  Peer Gx,i  and group head Hx 
is aware of the fact that that Resy ∉ group Gx.  The secured inter-
lookup algorithm is explained in Figure 4.  

 
Secured Inter-Lookup Algorithm 

 
1. Request node Gx,i  encrypts the request <Resy, Vj> using 

the common key SyKeyx,i  and unicasts it to the group 
head Hx 

2. The group head Hx will then decrypt the encrypted 
request with the symmetric key SyKeyx,i .  Because the 
group head Hx is aware of the fact that that Resy ∉ group 
Gx, it finds the Group head address of Hy  along with its 
public key Pbly  from the GRT table. 
 
// address code of Hy = resource code of Resy = y // 

 
3. Hx encrypts the message with Pbly and computes │x - 

y│=  h 
4. if  h ˃ n / 2   (where n is the number of distinct resource 

types) 
 
Hx forwards the request along with the IP address of the 

request node Gx,i  to its immediate predecessor Hx-1 
 

else  Hx forwards the request along with the IP address of  
the request node Gx,i  to its immediate successor Hx+1 

 
// Looking for minimum no. of hops  

 
end 
 

5. Each intermediate group-head Hk forwards the 
encrypted request until Hk = Hy 

 
// In the worst case it will take around n/2 hops 
 
6. Now Hy will decrypt the message using its private key 

Pvty   
7. if  Hy itself has the resource <Resy, Vj>  

 
Hy  encrypts the message with the public key Pblx of  
Hx and unicasts it to Hx 

 
else 
 
Hy broadcasts the request for <Resy, Vj> in group Gy 
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if  ∃ Gy,j (ϵGy) which has the resource <Resy, Vj> 
 

• Gy,j encrypts the message with symmetric key 
SyKeyy,j and unicasts it to Hy. 

• Hy decrypts the message with SyKeyy,j  
• Hy encrypts the decrypted message with the 

public key Pblx of Hx and sends it to Hx 
• Hx decrypts the message with its own private key 

Pvtx 
• Now, Hx encrypts the message <Resy, Vj> with 

SyKeyx,i  and sends it to the requesting peer Gx,i   
• Gx,i   will then decrypt the received message 

using the symmetric key SyKeyx,i   
 
else           
 
Hy unicasts ‘search failed message’ to Hx 

 
end 

end 
 

Figure 4: Intra Group Lookup Algorithm with Security in RC 
based architecture 

 
4 Multicast Algorithms with Anonymity and Security 
 
The basic multicast algorithms of RC based architecture 

presented in [12] have been enhanced in this section with the 
concepts of security and anonymity.  In [12] we have considered 
designing a highly efficient capacity-constrained overlay 
multicast protocol.  Our architecture is a 2-level one.  Number 
of nodes (group-heads) n on the level-1 ring is just the number 
of distinct resource types and in any group (cluster) at level 2 
there can be any number of nodes.  Note that the number of 
distinct resources n is much smaller than the total number of 
nodes N on the ring in [4].  It has inspired us to use some idea 
from [4], especially transforming the multicast problem to a 
broadcast one and appropriately augmenting it with ours to 
design a highly efficient any source capacity-constrained 
multicast protocol suitable for the RC-based architecture with 
much less hop and communication complexities compared to 
the work in [4].  The multicast algorithm with anonymity where 
cs

x ≥  nr is explained in Figure 5. 
 

4.1 Multicast Algorithm [12] with Anonymity where 
capacity of group head ≥ #groupheads 

 
Scenario 1: csx ≥  nr  (with Anonymity) 

 
1. Source peer Gx,i  unicasts mcast_msg to its group head 

Hx. 
2. Hx gathers all ip_addresses of fellow groups heads from 

the GRT.  Hx replaces the ip_address of Gx,i  to its own 
in the mcast_msg it received and unicasts to all fellow 
group heads participating in the multicast. 

3. If a receiver group head is also a multicast group 
member, 

a. It makes a copy of the mcast_msg and keeps it for 
itself. 

b. Replaces the ip_address of Hx in the mcast_msg to 
itself and unicasts to each of its members. 
 

       else 
 
Replaces the ip_address of Hx in the mcast_msg 

to itself and unicasts to each of its members. 
 

       end 
 

Figure 5: Multicast protocol with anonymity where capacity 
of the group head (cs

x)  ≥  number of receiver group-
heads (nr) 

 
4.2 Multicast Algorithm [12] with Security and Anonymity 

where capacity of group head ≥ #groupheads 
 
The multicast algorithm where cs

x ≥ nr considering the 
concepts of anonymity and security is explained in Figure 6.  

 

Scenario 2: csx ≥  nr  (with Anonymity and Security) 
 
1. Source peer Gx,i  encrypts the message mcast_msg using 

the symmetric key SyKeyx,i  and unicasts it to the group 
head Hx. 

2. Group head Hx decrypts the received mcast_msg using 
the symmetric key SyKeyx,i  and then replaces the 
ip_address of the Gx,i  to its own. // Anonymity 
        // Note: GRT is modified in this scenario. public 

key of each.  
3. Hx then gathers ip_addresses  and the corresponding 

public keys of fellow group heads from the GRT. 
4. Then, Hx will encrypt the modified mcast_msg with the 

public keys of the respective target/multicast group 
heads. 

5. Hx will now unicast the encrypted mcast_msg to the 
target group head and repeats the same for all other 
group heads participating in the multicast. 

6. When the message is received, each receiver group head 
decrypts the received mcast_msg using their respective 
private keys. 

7. If  the receiver group head is also a multicast group 
member,  
 
a. It makes a copy of the mcast_msg and keeps it for 

itself. 
b. Replaces the ip_address of Hx to its own, encrypts 

the message using symmetric key SyKeya,b  (where a 
is the group head number and b is the number of 
group member)  and unicasts it to each receiver. 
 

Else 
 
Replaces the ip_address of Hx to its own, encrypts the 
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message using symmetric key SyKeya,b  (where a is the 
group head number and b is the number of group 
member)  and unicasts it to each receiver. 

 
Figure 6: Secured Multicast protocol with Anonymity where 

capacity of the group head (cs
x)  ≥  number of receiver 

group-heads (nr) 
 
Example 1:  
 
Let us consider a scenario where cs

x ≥ nr   

# group heads (nr) = 7 ( H0 to H6) 
Assume that the capacity of each group head (cs

x) = 9 
Source Peer is G 

5,12 

 
In the example, Figure 7, source peer G 

5,12 encrypts the 
mcast_msg using the common shared key SyKey5,12 to the head 
of the group H5.  When group head H5 receives the message, it 
decrypts mcast_msg using the common key SyKey5,12 and then 
replaces the ip_address of the G 

5,12 with its own address. 
Now, H5 gets the necessary information (ip_addresses and 

their respective public keys) of the target multicast group say 
 

 
Figure 7:  Example of secured multicast protocol when cs

x ≥ nr 
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H0, H1, H2, H4 and H6 from the global resource table (GRT) and 
then modifies mcast_msg by encrypting it with the publickeys 
Pbl0, Pbl1 , Pbl2, Pbl4 and Pbl6 respectively and unicasts the 
messages.  On the receiving end H0, H1, H2, H4 and H6 decrypts 
the mcast_msg using the private keys Pvt0, Pvt1 , Pvt2, Pvt4 and 
Pvt6. 

Each head of the target group unicasts the message in two 
scenarios.  For example,  

 
• Group head H0 on receiving the mcast_msg from H5.  makes a 

copy before encrypting it with symmetric keys and unicasting 
the message to each receiver in its group.  

• Group head H1 on receiving the mcast_msg from H5.  encrypts 
the received message using the symmetric key and unicasts it 
to each receiver in its group without making a copy for itself 
because it is not a multicast group member.  

 
The multicast algorithm with anonymity where cs

x < nr is 
explained in Figure 8, with anonymity and security is 
explained in Figure 9.          
 

4.3 Multicast Algorithm [12] with Anonymity where capacity 
of group head < #groupheads 

 
Scenario 3:  csx < nr  (with Anonymity) 

 
1. Source peer Gx,i  unicasts mcast_msg  to its group head 

Hx.  
2. Hx replaces the ip address of Gx,i  with its own.  
3. Hx then gathers ip_addresses of all group heads 

participating in the multicast from the GRT. 
4. Hx then randomly selects the group heads  and 

unicasts the mcast_msg based on its capacity.  
5. Every receiver group head changes the ip_address of 

Hx present in the received mcast_msg to its own and 
forwards it to its successor group head on the ring. 

6. Additionally, if the receiver group head is a multicast 
member, it saves a copy for itself. 

7. Each receiver group head also sends the mcast_msg 
to all of its members. 

8. Message propagation among successor group heads 
continues around the 1st level circle. 

9. A receiver group head drops the received mcast_msg 
if it has received it already from a different source. 

 
Figure 8:  Multicast protocol with anonymity where capacity 

of the group head (cs
x)  <  number of receiver group-

heads (nr) 
 
4.4 Multicast Algorithm [12] with Security and Anonymity 

where capacity of group head < #groupheads 
 

Scenario 4: csx < nr  (with Security and Anonymity) 
 
1. Source peer Gx,i  encrypts the message mcast_msg using 

the symmetric key SyKeyx,i  and unicasts it to the group 
head Hx. 

2. Group head Hx decrypts the received mcast_msg using 
the symmetric key SyKeyx,i  and then replaces the 
ip_address of the Gx,i  to its own. // Anonymity  and Step 
1 & 2 is similar to scenario 1 

3. Hx then gathers ip_addresses and the corresponding 
public keys of fellow group heads from the GRT. 

4. Hx randomly selects those many groups heads equal to 
its capacity/degree. 

5. Hx will also retrive it’s successor’s ip address and public 
key from the GRT table. 

6. It encrypts the modified mcast_msg with the public key 
of the selected group head Pbla where a is the number of 
the group head on the transit ring and unicasts it. 
 
// address code of Ha = resource code of Resa = a // 
 

7. Hx will now unicast the encrypted mcast_msg to the 
selected group heads as well as its successor 

 
// one logical hop to each group head 
 

8. If receiver group head receives the mcast_msg for the 
first time (unique), 
 
a. Each receiver group head decrypts the received 

mcast_msg using private key Pvta. 
 
If the receiver group head is also a multicast group 

member,  
 

i. It makes a copy of the mcast_msg and keeps it 
for itself. 

ii. Replaces the ip_address of Hx to its own, encrypts 
the message using symmetric key SyKeya,b (where 
a is the group number and b is the number of 
group members) and unicasts it to members. 

 
else 

 
Replaces the ip_address of Hx to its own, encrypts the 
message using symmetric key SyKeya,b b (where a is the 
group number and b is the number of group member) 
and unicasts it to members. 

 
end 
 
b. It then replaces the ip_address of Hx to its own; 

acquires ip_address and public key of successor 
group head; encrypts the modified message using the 
acquired public key Pbls where s is the successor 
group head and forwards it. 

c. Message propagation continues similarly in the 1st 
level ring until the message reaches all the group 
heads on level 1 transit ring 
 

else 



IJCA, Vol. 28, No, 3, Sept. 2021 147 

Receiver group head drops the duplicate message 
 

Figure 9: Secured multicast protocol with anonymity where 
capacity of the group head (cs

x)  < number of receiver 
group-heads (nr) 

 
Example 2: 
 
Let us consider a scenario where cs

x < nr   
# group heads (nr) = 7 (H0 to H6) 
Assume that the Capacity of each group head (cs

x) = 2  
Source Peer is G 

5,12 
 
In this example, Figure 10, source peer G 

5,12 encrypts the 
mcast_msg using the common shared key SyKey5,12 to the head 
of the group H5.  When group head H5 receives the message, it 

decrypts mcast_msg using the common key SyKey5,12 and then 
replaces the ip_address of the G 

5,12 with its own address (same 
as Example 1).  

H5 selects any 2 group heads in random (say H1, H4) and 
encrypts the mcast_msg with the public keys Pbl1, Pbl4, 
respectively and unicasts the message.  The private keys Pvt1, 
Pvt4 respectively are used at the receiving end by the group heads 
to decode/decrypt the message.  H5 also unicasts the message to 
its successor H6 as explained above. 

Each group head that receives the encrypted message will 
unicast the message in the following scenarios.  

 
• Group head H1 on receiving the mcast_msg from H5.  makes 

a copy before encrypting it with symmetric keys and 
unicasting the message to each receiver in its group.  H1 
also encrypts the message and forwards it to the successor  

 

 

Figure 10:  Example of Secured Multicast protocol when cs
x < nr 



148 IJCA, Vol. 28, No, 3, Sept. 2021 

 

on the transit ring. 
• Group head H4 on receiving the mcast_msg from H5. 

encrypts the received message using the symmetric key and 
unicasts it to each receiver in its group without making a 
copy for itself because it is not a multicast group member.  
 

5 Conclusion 
 
In this paper, we have considered a 2-level non DHT-based 

P2P architecture.  This interest-based architecture has been the 
choice because  

 
1. We have shown earlier [8] its superiority from the 

viewpoint of search latency of the data lookup protocols 
compared to those in some very prominent DHT-based 
contributions [15, 17, 22] and  

2. Its superiority over several existing interest-based 
architectures [1, 3, 6, 9-10, 18]. In this paper, we have 
incorporated in a very effective way both security and 
anonymity in both inter and intra-group communication 
protocols which have appeared in [8]. 

 
Future work is directed at designing secured communication 

protocols for P2P federation built with multiple RC-based P2P 
components. 
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