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Abstract 

 
Learning Management Systems (LMSs) have been widely 

used in the deployment of e-learning in higher education 
institutions.  One of the most famous LMS used is Moodle.  In 
Moodle environment, classification has been used for several 
reasons, including finding students who share similar traits and 
forecasting student performance.  Therefore, this study looks at 
two classification algorithms that were used on a dataset 
gathered from a Moodle LMS course logfile.  The goal is to 
conduct a thorough theoretical and experimental examination of 
classification data mining techniques, as well as a comparison 
study, to determine which methodology is the best for 
identifying student performance with the support of their 
engagement, behavior, and personality during different 
activities of the course.  The algorithms under investigation are 
Naive Bayes (NB) and Random Forest (RF).  The performance 
of the classification of the two algorithms is compared using the 
tool Weka “Waikato Environment for Knowledge Analysis” as 
an open-source software package that includes data preparation, 
algorithm implementation and visualization tools.  According to 
the study of the comparison results, the classification algorithms 
with the best accuracy is the Random Forest, with 97.36 % 
correctly predicted instances.  In a Moodle environment, the 
classification techniques might be used to predict students’ 
performance. 

Key Words:  Moodle, logfile, classification algorithms, 
student performance, student engagement. 

 
1 Introduction 

 
Recent developments in education technology are all driving 

global education reform [3].  The construction of a smart 
learning environment is also the foundation for altering 
education and learning techniques.  Higher education 
institutions require personalized and smart learning 
environments with learning materials to meet the needs of their 
students, who have a wide range of demands [2, 5].  Learning 
Management Systems (LMSs) are also becoming increasingly 
common in universities, schools, and businesses, with 
individual professors using them to supplement traditional face-
to-face sessions with online technology [27].  Modular Object-
Oriented Dynamic Learning Environment “Moodle” is an open-  
____________________ 
* Email: ir.alkindi@gmail.com. 

source and one of the most popular Learning Management 
Systems (LMSs) [16].  There is a lot of interest these days in 
evaluating and mining Moodle interaction data for forecasting 
students’ final grades in blended learning [29].  Moodle log data, 
particularly that relating to students' interactions with 
educational materials, may be quite interesting and useful for 
developing student behavior models [28].  Educational Data 
Mining (EDM) is a valuable technique for analyzing this data 
[326].  It is the process of discovering information from LMS 
datasets [26].  There are several data mining tools available. 
DBMiner and SPSS are instances of commercial mining tools, 
whereas Weka and Keel are examples of public domain mining 
tools [37]. 

This study expands previously published papers entitled:  
“Exploring Factors and Indicators for Measuring Students’ 
Performance in Moodle Learning Environment.”  And 
“Tracking Student Performance Tool for Predicting Students 
EBPP in Online Courses,” using the same dataset that has been 
used in the previously published papers in the International 
Journal of Emerging Technologies in Learning.  The first paper 
used manual analysis to get the results.  While the second paper 
used the tracking tool to get the results.  Hence, this paper used 
different methods to analyze Moodle log file of the same 
dataset. 

The authors distinguish some of the classification algorithms 
that will be chosen for analyzing a real dataset in order to have 
a better idea of how students will perform, engage, behave, and 
treat when dealing with Moodle courses.  This is based on the 
Engagement, Behavior, Personality “EBP” predictive model 
that has been proposed by the authors previously.  The 
prediction model is built on the course log files, which primarily 
indicate student's engagement, behavior and personality in the 
course.  The instructor can create patterns of students from those 
log files to aid in the preparation of customized learning courses 
tailored to the needs of his/her students and therefore are meant 
to aid in the monitoring of the student's performance [1, 8]. 

As a result, in this paper, the authors examine and compare 
two different classification algorithms.  Those algorithms are 
Naive Bayes (NB) and Random Forest (RF).  These algorithms 
are compared in terms of their time taken to build the model, 
accuracy, correctly classified and incorrectly classified 
instances.  The key target of this study is the detailed 
performance analysis of the two classification algorithms 
selected in the Weka tool (version 3.8.5) and to do a comparison 
among them, alongside, to assist the instructors in how to 
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develop better learning strategies for their students based on 
their requirements. 

The paper is organized as follows: “Background” section 
discusses the main concepts covered in this study.  The section 
“Review of Relevant Literature” goes over the relevant 
literature for this study.  The data and experiments are described 
in the section “Method.”  The section "Results" contains and 
examines the steps to apply the selected algorithms in this study.  
The “Comparison” section highlights the main comparison 
results between NB and RF algorithms.  Also, the section 
“Discussion” summarizes the main findings.  Finally, section 
“Conclusions” concludes this study. 

 
2 Background 

 
2.1 Moodle Logfile 

 
At Sultan Qaboos University (SQU), the teaching style is 

largely focused on a blended learning strategy that incorporates 
both online and traditional learning.  Meanwhile, whenever 
academic year data is available, the student's engagement, 
behavior, personality, and performance are critical.  Students’ 
successes in completing course assignments, as well as class 
participation and engagement, are important variables in 
improving the learning environment [8].  Moodle’s environment 
not only allows students convenient access to educational 
resources but also allows higher education institutions to collect 
massive amounts of data on student activity.  This data is useful 
for assessing student behavior and determining whether there 
are any trends that contribute to enhanced learning outcomes 
[4].  Moodle logs maintain tracking of what materials students 
have accessed, updated, produced, and removed, as well as 
every click student and teacher make while navigating the site 
[19].  Table 1 shows an example of logfile in Moodle which 
consists of nine dimensions;  “Time, User Full Name, Affected 
User, Event Context, Element, Event Name, Description, Origin 
and IP address”. 

 

2.2 Student Engagement 
 
Engaging in an activity is described as active, deliberate, and 

prolonged action and it is a hallmark of students’ genuine 
engagement with academic activities [38].  Moreover, Student 
engagement with activities of the course may be used to 
diagnose other crucial motivational processes that are not 
always obvious [21].  Experts are aware of the value of 
engagement in learning.  Furthermore, empirical research has 
frequently shown the correlation between engagement and 
students’ performance [20]. 

 
2.3 Student Behavior 

 
Studies of real online student behavior are necessary to 

discover the behaviors that contribute to online persistence and 
accomplishment for students and educators [32].  More and 
more, “student behaviors are significantly associated with many 
desirable academic and personal development outcomes of 
college,” as stated by the National Survey of Student 
Engagement.  Standard college experiences for instance involve 
in collaborative learning activities and the number of hours 
spent on homework per week are among these behaviors [9].  
Further, Zaiane stressed the need for distinguishing between 
various students' online activities [40].  Cantabella and 
colleagues advocated using big data technology to try to 
understand student behavior and draw conclusions about how to 
improve students’ performance by enhancing their learning 
process [12]. 

 
2.4 Student Personality 

 
“A consistent predictor of student satisfaction, academic 

motivation, and academic performance” is personality [10].  
Personality refers to individual differences in thought, mood, 
and behavior patterns [13].  McGeown and colleagues identified 
personality as “A set of fundamental qualities that influence  
 

 
Table 1:  An example of log file of the course in Moodle 

 

Time Full Name Affected User Event Context Element Event Name Description Origin 

20/05/19  16:00  SH - Forum: Alerts 
and Circulars 

Forum The course 
was reviewed 

The user with id '13966' 
viewed the 'forum' activity 

with course module id '7453'. 

web 

12/05/19  13:50  S H - Course: Internet 
search strategies 

System The course 
was reviewed 

The user with id '13966' 
viewed the section number '-

1' of the course with id 
'7453'. 

web 

4/03/19   13:33  TA - Course: Internet 
search strategies 

System The course 
was reviewed 

The user with id '26716' 
viewed the course with id 

'7453'. 

web 

19/02/19  00:20  T L - Course: Internet 
search strategies 

System The course 
was reviewed 

The user with id '26716' 
viewed the section number '-

1' of the course with id 
'7453'. 

web 

………. ………. ………. ………. ………. ………. ………. ………. 
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how a person generally acts, thinks, and feels” [31]. 
 

2.5 Student Performance 
 
Student performance means that the consequences of the 

teaching and learning process in terms of knowledge and skills 
obtained by students from schools and colleges are assessed by 
exams scores [30].  The quality of interpersonal contact in a 
course, according to Jaggars, has a favorable and meaningful 
relationship with student performance [22]. 

 
2.6 Classification Algorithms 

 
Because data is not always in the best shape for analysis, new 

techniques for data analysis are needed to turn it into knowledge 
and information [33].  The authors are going to use classification 
algorithms, because it has been widely utilized in educational 
data mining and, also with the aim of predicting the student’s 
performance along with their engagement, behavior and 
personality.  One of the most common research challenges by 
machine learning researchers is classification.  Predicting the 
value of the class attribute is based on the values of other 
attributes [36].  When the expected variable is binary or 
categorical, classification is employed [25].  The following 
machine learning algorithms were used to classify the students 
into three categories:  Random Forest classifier (RF), Naive  
 

Bayes (NB), Logistic Regression (LR) and k-Nearest Neighbors 
(kNN) [34].  The authors focus in this paper on NB and RF 
algorithms. 

 
2.7 Weka 

 
In this paper the authors would like to use Weka (Waikato 

Environment for Knowledge Analysis), which is a set of 
machine learning algorithms for data mining.  It is one of the 
most frequently used methods for finding knowledge from 
databases of data [35].  It consists of data preparation, 
classification, clustering, association rules and visualization 
tools [39] and built at the University of Waikato, New Zealand 
in 1997.  It is applied in a wide range of applications, including 
educational, scientific and research purposes.  

 
3 Literature Review 

 
Methods, techniques, and the process of finding information 

through using Weka from logfile in Moodle LMS are discussed 
in this literature review as shown in Table 2. 

Considering all existing work in Table 2 and based on 
authors’ knowledge, the study described in this paper is the first 
to analyze student performance, engagement, behavior, and 
personality simultaneously using data from Moodle course 
logfiles with support of Weka classification algorithms. 

 
Table 2:  Literature review of using Weka to analyze Moodle log file 

Author Objective of the Study Method Dataset Results Future work/Limitations 
[24] Three classification data mining 

approaches for the detection of 
information presentation 
dimension (visual/verbal) 
learning style were compared 
using the Felder-Silverman 
Learning Style Model and the 
behavior of students in the 
Moodle course. 

Using Weka an 
open-source 
software provides 
tools for 
implementation of 
several algorithms 
such as J48, Naive 
Bayes and PART. 

Questionnaire 
and log data of 
Moodle 

The best accuracy was 
achieved by the Naive 
Bayes algorithm, which 
achieved 71.18 % 
accuracy.  

The authors want to incorporate Weka into 
Moodle so that they may update students' 
learning styles and adjust Moodle material 
using the data mining approach discovered 
in this study on Moodle log data. 

[17] This study used historical data 
from Moodle logs to preprocess 
and create machine learning 
models using Weka to track 
student performance and reduce 
the failure rate.  Predictor 
qualities relating to student 
study behavior, such as Course 
Viewing Time, Quiz Taken, and 
so on, were used in this study. 

Using Weka of J48, 
Random Forest, 
JRip, and OneR 
algorithms 

Moodle Log of 
five courses 

Students' performance 
was found to be 
significantly associated 
with predictive variables 
such as Activities 
Completed, Course 
Views, and Assignment 
Passed. 

Other data mining tools and platforms are 
recommended to be used for comparative 
examination of the predictive analytics 
framework. 

[23] The purpose was to learn more 
about instructors' behavior and 
to create clusters based on the 
activities they did on the 
platform.  The objective of this 
study is to boost the teaching 
process by devising particular 
approaches that will help 
students achieve greater 
success. 

Weka and Hadoop Moodle Log Extracted knowledge 
from the activities of 
teachers 

New found knowledge was used to enhance 
the teaching process and develop new 
instructional approaches in the future. 
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[18] Educational Data Mining was 
applied to Moodle logs in order 
to see if the level of 
participation indicated in the 
amount of time spent using 
LMS services improved 
students' academic 
achievement. 

Using machine 
learning algorithms 
of clustering and 
classification from 
WEKA system tools 

Moodle Log  Findings showed that 
there is a significant 
relationship between the 
usage of Moodle 
resources and students' 
academic achievement. 
The findings are 
beneficial for strategic 
academic planning at the 
institution using LMS 
data. 

Suggested that this study could be done 
with a variety of courses from other 
disciplines to see if academic disciplines 
had an impact on students' performance 

[14] Evaluating student prediction 
performance in Moodle and 
MOOCs based on their 
involvement with eLearning 
activities 

Decision Tree, 
Artificial Neural 
Network, Support 
Vector Machine and 
KNN algorithms 
using Weka 

Moodle log The rate of interaction 
with the E-learning 
environment has a major 
influence on their 
performance, according to 
the study of log files, as 
students with the highest 
interactivity on the 
Moodle tend to do better 
than those with a low 
interactivity rate. Also, 
students spend more time 
on E-learning Moodle 
than MOOCs. 

Not mention 

 
 

4 Method 
 

4.1 Materials and Dataset 
 
The authors collected data from Moodle LMS log files for 

course “Search Strategies on the Internet” of 38 students (Table 
1), offered by Department of Information Studies, College of 
Arts and Social Sciences, Sultan Qaboos University.  Students’ 
ability to discover information using multiple techniques such 
as search engines; library catalogs and online databases was 
improved via this course.  The data taken contained 241896 
logs. 

 
4.2 Data Preprocessing 

 
Firstly, the authors downloaded and extracted the Moodle 

logfile of the course.  Secondly, feature selection and data 

filtering are all chosen during the preprocessing process.  This 
study was carried out utilizing feature selection from the eight 
attributes listed in Table 3, the authors used Microsoft Excel for 
performing the preprocessing process.  Then the feature 
selection was made into eight attributes that can be found in 
Tables 3 and 4, respectively.  The next step is to run an algorithm 
test.  The findings are documented and presented in tables and 
graphs in the next section’s results. 

The engagement, behavior, personality, and performance 
traits in numbers for each student are transformed into three 
categories by dividing the number using the percentile approach 
(High, Average and Low).  It operates by dividing the data into 
irregular intervals, each pointing to a different category [5], as 
seen below in Table 4. 

Table 5 shows the final feature selection.  This file as CVS 
format will be imported later in Weka tool to compare the NB  
and RF. 

 
 
Table 3:  Attributes generated from data summarization of Moodle logfile 

    

Attributes Technical Definition Type of Data 
Engagement A factor reflects the level of students' 

interactions with the activities of course in 
Moodle as getting exams, submit an 

assignment, etc. 

Represent the data in numbers out of 100% 
Engagement Category Shows data in three categories (Low, Average and High) 

Behavior A factor gives the percentage of components 
that the student interacted with. 

Represent the data in numbers out of 100% 
Behavior Category Shows data in three categories (Low, Average and High) 

Personality A factor represents the count of the accessed 
elements by the student. 

Represent the data in numbers out of 100% 
Personality Category Shows data in three categories (Low, Average and High) 

Performance A factor indicates all the marks of students 
during the course. 

Represent the data in numbers out of 100% 
Performance Category Shows data in three categories (Low, Average and High) 
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Table 4:  Range with category division 
Range Category 

0.00 - 35 Low 
35.1 - 75 Average 

75.1- 100.0 High 

5 Results 
 
Using the explorer application from Weka interface of Weka, 

explorer application is one of five available applications that has 
been used in this study.  The authors applied Naive Bayes 
Algorithm and Random Forest Algorithm as displayed in 
Figures1 and 2 below. 

 
Table 5:  Nine attributes of the study after pre-processing [5] 

Student 
ID 

Engagement Engagement 
Category 

Behavior Behavior 
Category 

Personality Personality 
Category 

Performance Performance 
Category 

ST1 43.27 Average 64.7 Average 61.52 Average 69.5 Average 

ST2 89.35 High 82.4 High 84.59 High 85.25 High 

ST3 29.13 Low 70.6 Average 84.59 High 52.75 Average 

ST4 61.24 Average 70.6 Average 76.9 High 86 High 

ST5 62.44 Average 76.5 High 84.59 High 86.25 High 

ST6 32.28 Low 70.6 Average 76.9 High 61 Average 

ST7 67.46 Average 76.5 High 84.59 High 65.25 Average 

ST8 66.78 Average 58.8 Average 69.21 Average 96.75 High 

ST9 66.27 Average 64.7 Average 69.21 Average 88.75 High 

ST10 68.82 Average 58.8 Average 69.21 Average 75.75 High 

ST11 61.50 Average 64.7 Average 69.21 Average 76.25 High 

ST12 53.32 Average 82.4 High 84.59 High 74.5 Average 

ST13 52.39 Average 64.7 Average 69.21 Average 72.75 Average 

ST14 100.00 High 76.5 High 76.9 High 83.5 High 

ST15 58.52 Average 82.4 High 92.28 High 85 High 

ST16 38.84 Average 64.7 Average 61.52 Average 56.75 Average 

ST17 58.26 Average 88.2 High 99.97 High 86 High 

ST18 26.75 Low 64.7 Average 61.52 Average 27.75 Low 

ST19 79.81 High 82.4 High 76.9 High 85 High 

ST20 92.50 High 70.6 Average 76.9 High 89.25 High 

ST21 92.08 High 76.5 High 84.59 High 81 High 

ST22 88.93 High 82.4 High 84.59 High 83 High 

ST23 37.39 Average 58.8 Average 61.52 Average 68.25 Average 

ST24 71.64 Average 76.5 High 84.59 High 87 High 

ST25 45.74 Average 76.5 High 84.59 High 74.5 Average 

ST26 46.17 Average 64.7 Average 69.21 Average 67.25 Average 

ST27 58.94 Average 82.4 High 92.28 High 51.75 Average 

ST28 55.11 Average 88.2 High 92.28 High 76.75 High 

ST29 71.04 Average 70.6 Average 76.9 High 77.25 High 

ST30 83.30 High 82.4 High 92.28 High 96.25 High 

ST31 70.78 Average 76.5 High 84.59 High 88 High 

ST32 53.92 Average 70.6 Average 76.9 High 75 Average 

ST33 90.03 High 82.4 High 92.28 High 98.75 High 

ST34 65.50 Average 82.4 High 99.97 High 97 High 

ST35 48.98 Average 76.5 High 92.28 High 73.5 Average 
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ST36 55.20 Average 76.5 High 92.28 High 89.5 High 

ST37 58.26 Average 70.6 Average 76.9 High 89.25 High 

ST38 43.10 Average 70.6 Average 84.59 High 58 Average 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1:  The results of conducting Naïve Bayes algorithm on the dataset 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 2:  The results of conducting random forest algorithm on dataset 

 
 



208  IJCA, Vol. 29, No. 3, Sept. 2022 

In general, accuracy indicates how often the variable is 
correct [11].  In Weka, each class has an alphabetical letter as 
a,b,c.  In our experiment, Weka gives “a to Average,” “b to 
High,” and “c to Low.” 
 

6 Comparison 
 
The previous section discussed using the Weka tool to 

examine each of the two classification techniques on the 
“Search Strategies on the Internet” course dataset, which 
consists of eight attributes and contains data of 38 students.  The 
dataset was classified using two classification algorithms 
included in the Weka tool:  Naive Bayes (NB) and Random 
Forest (RF).  Finally, the findings are as follows: 

 
• In terms of time taken to build the model:  NB shows 0 

second. While RF shows 0.02 second. 
• In terms of accuracy:  The accuracy of NB algorithm is 

86.84% compared to the accuracy that we got when we 
applied RF which is 97.36.%. 

• In terms of confusion matrix:  Using the Confusion 
Matrix, Naive Bayes classified 12 students correctly as 
Average and 21 as High which are 33.  While 2 students 
have an average performance and are classified incorrectly 
as High.  In addition, 2 students have a high performance 
and are classified incorrectly as Average.  Lastly, the only 
student with low performance is classified incorrectly as 
Average.  On the other side, Using the Confusion Matrix, 
Random Forest classified 14 students correctly as Average 
and 23 as High which are 37.  Lastly, only 1 student also 
with low performance is classified incorrectly as Average. 

• In terms of correctly classified and incorrectly classified 
instances:  NB shows 33 correctly classified students from 
38 while incorrectly classified 5 students.  While RF shows 
37 correctly classified students from 38 although 
incorrectly classified 1 student. 

 
Overall, as referred to Table 6, RF performs the best 

compared to NB. 
 

7 Discussion 
 
As illustrated in Figure 3, the following features of a 

comparative analysis of two classification algorithms available 
in the Weka tools across the selected dataset as a case study in 
this paper have been examined:  Time taken to build the model, 
accuracy, correctly classified and incorrectly classified 

instances.  As a result of this investigation, the following 
conclusion may be drawn.  We can analyze that the RF 
algorithm achieves accuracy greater than the NB algorithm.  On 
the other hand, the NB is faster than RF.   

Overall, the RF is better than NB because the accuracy is more 
important than time, especially the difference between the time 
of two algorithms is very small.  In addition, the time of RF is 
due to the process of building many decision trees to select the 
best one of them.  Based on the training instances and testing, 
each of them uses the same method which is 10-fold.  This 
method trains all the instances and then tests the algorithm with 
the same data.  This makes the performance more accurate and 
eliminates any overfitting of results.  In addition, RF algorithm 
was able to correctly classify instances that reach 37 instances 
out of 38 instances which is the number of all students included 
in the dataset.  In contrast, NB algorithm achieves 33 instances 
classified correctly.  From the result, we see that time to build 
the RF model is more than using NB and correctly classifying 
instances are more and prediction accuracy is also greater in RF 
than the other.  Hence it is concluded that RF performed better.  
To summarize, data mining algorithms are extremely beneficial 
for examining logfile data within the Moodle LMS to assess 
students' progress during any course. 

 
8 Conclusions 

 
There is a crucial need to monitor student engagement, 

behavior and personality in online courses and knowing how to 
respond to it, which is shown to improve student performance 
[1].  In such online courses, it is critical for instructors to be able 
to grasp the needs of each student [5].  Researchers can use good 
analytic techniques to intelligently examine students’ logfiles in 
educational systems [15].  Nevertheless, knowledge of the 
dataset and the type of analysis needed, all work to gather in 
selecting the best algorithm [33].  With the addition of new 
knowledge in E-learning, online courses, and the educational 
environment, such an analysis can allow more academics to dig 
deeper into the Moodle log file using any approach [6].  It allows 
for the generation of new data on a student's activity based on 
their digital profile [7].  So, using the log files of students in a 
Moodle course, the authors examined two classification data 
mining methods for forecasting student performance in this 
paper.  The data used were gathered from Moodle log file of 38 
students.  The algorithms that were used in this study were:  NB 
and RF.  The Random Forest algorithm, which obtained 
97.36%, had the best accuracy. 

 

Table 6:  Comparison of NB and RF algorithms results using the Weka tool 
Algorithms Instances Attributes Time Taken to build 

Model 
Accuracy Correctly Classified  

Instances 
Incorrectly Classified  

Instances 
Naive Bayes (NB) 38 8 0 86.84% 33 5 

Random Forest (RF) 38 8 0.02 97.36%. 37 1 
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Figure 3:  Results of comparison of NB and RF algorithms 
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