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Abstract 
 

Anomaly detection is an important task in many areas, 
including cybersecurity, healthcare, and finance, where it is 
crucial to identify abnormal behaviors or patterns.  However, 
traditional anomaly detection methods can be sensitive to 
outliers and lack robustness to distributional changes in the data.  
In order to overcome these limitations, a hybrid and ensemble 
multi-layered approach for robust anomaly detection has been 
proposed in this work.  The approach consists of a combination 
of multiple one class classifiers, each trained on a different 
subset of the data, and a Variational Autoencoder (VAE).  The 
one class classifiers are used to identify local anomalies, while 
the VAE is used to model the underlying distribution of the data 
and detect global anomalies.  These are the two sets of hybrid 
features. Next, different one-class classifiers have their strength 
and limitations.  The final decision on whether an instance is 
anomalous is made by combining the outputs of the one class 
classifiers and the VAE through an ensemble learning 
mechanism.  Thus, we propose an adaptive weightage approach 
that gives the weight to each classifier.  Next, these reduced 
hybrid features are passed as input to the second phase.  In this 
phase, we have a deep neural network that learns the patterns of 
the dataset and generates an adaptive dynamic threshold to 
discriminate the input feature as an anomaly or benign.  The 
results showed that the hybrid and ensemble multi-layered 
approach outperforms state-of-the-art anomaly detection 
methods in terms of robustness and accuracy.  Furthermore, the 
combination of the one class classifiers and the VAE provides a 
complementary approach that captures both local and global 
anomalies, making the approach more comprehensive than 
traditional methods.  In conclusion, this work presents a novel 
hybrid and ensemble multi-layered approach for robust anomaly 
detection that can effectively address the limitations of 
traditional methods.  The approach has the potential to be 
applied in a wide range of applications. 
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1 Introduction

Anomaly detection is a crucial task in many domains, 
including cybersecurity, healthcare, and finance, where the 
ability to identify abnormal behavior patterns is essential.  
Traditional anomaly detection methods, such as statistical 
methods and distance-based methods, can be sensitive to 
outliers and lack robustness to distributional changes in the data.  
These limitations can lead to false positive or false negative 
detections, which can have significant consequences in 
applications such as fraud detection or network security. 

Most previous studies suggest that supervised machine 
learning algorithms can only identify anomalies present in the 
training dataset.  Nonetheless, deviations from normal behavior 
are referred to as irregularities.  As a result, these irregularities 
may not resemble those already present in the dataset [15].  
Additionally, various anomaly detection techniques rely on 
different and specific rules in the dataset.  These algorithms are 
often specific to a particular domain and detecting anomalies 
across multiple domains and scenarios with a single model is 
challenging [1].  The process of training multiple one-class 
classifiers [17-18] repeatedly with different hyper-parameter 
optimization techniques is time-consuming.  The traditional 
anomaly detection approach also requires features that are 
processed in a specific way, which consumes a significant 
amount of computational resources.  While deep learning-based 
anomaly detection algorithms [14] have shown improved 
efficiency, they require the data to be in a specific distribution 
and the developed methods are not easily transferable across 
domains.  To address these limitations, recent research has 
focused on developing more robust anomaly detection methods 
that can effectively handle distributional changes and outliers.  
One promising direction is the use of deep learning-based 
methods, such as Variational Autoencoders (VAEs), which have 
shown great promise in modeling the underlying distributions 
of complex data.  VAEs can be used to detect anomalies by 
identifying instances that deviate significantly from the modeled 
distribution. 

However, VAEs are known to have limitations when it comes 
to detecting local anomalies, which are anomalies that are 
specific to a certain region of the data.  To address this issue, 
multiple one class classifiers can be used to identify local 
anomalies by training each classifier on a different subset of the 
data.  The outputs of the one class classifiers can then be 
combined to make the final decision on whether an instance is 
anomalous. 
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2 Literature Review 
 
Anomaly detection approaches are classified into three 

categories based on the availability of data: supervised [8, 11, 
24], semi-supervised, and unsupervised.  The supervised 
approach trains the model using binary or multi-class data, but 
it is not commonly used for anomaly detection due to the class 
imbalance issue and limited training data [3].  The unsupervised 
approach detects anomalies solely based on the normal class of 
data, using methods such as support vector machines [16] and 
data descriptors [23].  These algorithms have the drawback of 
being highly sensitive to complex hyper-parameters and not 
being applicable to multi-class datasets. Clustering techniques 
[7, 12] have also been used, but these approaches consume a 
significant amount of computational time and are biased 
towards a static threshold value.  An anomaly detection 
approach based on deep learning involves training an 
AutoEncoder and computing the anomaly score based on the 
reconstruction error [25].  Compared to traditional methods, 
deep learning-based anomaly detection algorithms have 
demonstrated better results in capturing complex features of the 
data [19].  They also offer scalability as an advantage. A recent 
hybrid approach, as implemented in [6], uses an autoencoder to 
learn the latent space of high dimensional complex data and 
provides this learned latent space as input to one-class classifiers 
for anomaly detection, combining the feature extraction ability 
of the neural network with the discriminative capabilities of the 
one-class classifiers.  However, this approach relies solely on 
the autoencoder for feature extraction.  To address this issue, we 
propose an enhanced approach based on EA-Net [20] that not 
only uses the autoencoder for feature extraction but also 
integrates several weak one-class classifiers with repeated level 
of feature detector, resulting in low false-positive rates. 

 
3 Contribution of the work 

In this work, we propose a hybrid and ensemble multi-layered 
approach for robust anomaly detection that combines the 
strengths of VAEs and one class classifiers.  The approach  
 

consists of multiple one class classifiers, each trained on a 
different subset of the data, and a VAE that models the 
underlying distribution of the data.  The final decision on 
whether an instance is anomalous is made by combining the 
outputs of the one class classifiers using weightage approach 
and the VAE through an ensemble learning mechanism.  The 
combination of the one class classifiers and the VAE provides a 
complementary approach that captures both local and global 
anomalies, making the approach more comprehensive than 
traditional methods.  We perform multiple experiments where 
the layer of multiple one class classifier and VAE is repeated to 
reduce the feature dimension.  At the end, we train a deep neural 
network to provide the final probability of an observation being 
normal or anomalous. 

The rest of this paper is organized as follows:  Section 4 
presents the proposed hybrid and ensemble multi-layered 
approach for robust anomaly detection.  Section 5 describes the 
experimental results conducted to evaluate the performance of 
the proposed method and a comparison with state-of-the-art 
methods.  Finally, Section 6 concludes the paper and discusses 
potential future work. 

 
4 Proposed Framework 

 
In this section, we describe the proposed MLE Framework, 

which is illustrated in Figure 1.  Figure 1a represents MLE 
Framework with One Layer Feature Reduction, Figure 1b 
represents MLE Framework with Two Layer Feature Reduction 
and Figure 1c represents MLE Framework with Three Layer 
Feature Reduction.  The framework consists of two phases: 
Hybrid Feature Extraction with different layer and Anomaly 
Detection. 

 
4.1 Hybrid Feature Extraction 

 
In the Hybrid Feature Extraction component, we derive 

hybrid features from the high-dimensional data.  This is 
achieved through a combination of multiple one-class classifiers 
and a variational AutoEncoder.  The feature extraction  

 
 

Figure 1a:  MLE framework with one layer feature reduction 
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Figure 1b:  MLE framework with two-layer feature reduction 
 
 

 
 

Figure 1c:  MLE framework with three-layer feature reduction 
 
 

mechanism is demonstrated in Figure 2 and involves the 
following one-class learner models:  One Class Support Vector 
Machine (OCSVM), Isolation Forest, Mahalanobis Classifier, 
Local Outlier Factor, and Elliptical Envelope.  The normal class 
data is input into each learner model ( )  to obtain anomaly  
 

scores.  Each one-class classifier has distinct characteristics, and 
thus, we apply an adaptive weighting to each of these 
algorithms.  After that, we implement the K-Fold cross-
validation technique with a value of K set to 10.  The cumulative 
error is calculated by determining the total number of False  
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Positives produced by the algorithm at each iteration.

( ) =
( )

| |
  (1)

Now, based on the above equation, we calculate the weight 
of each of the classifiers as follows:

= = 1 ( ) (2)

The output from the multiple one-class classifiers becomes 
one set of features. 

Next, we train deep learning-based variational AutoEncoder 
to reduce the dimensionality of the dataset to a smaller latent 
space, as shown in Figure 3.  This algorithm takes as input the 
feature set and will reduce it to a lower dimension.

Next, it will reconstruct the original feature from the 
compressed space.  The error in reconstruction is the loss.  The 
backpropagation algorithm is applied to update the weight and 
reduce the loss.  We use KL Divergence loss for the 
backpropagation. 

Thus, these hybrid sets of features are then fed to Anomaly 
Detector.  Algorithm 1 depicts the two-step process for anomaly 
detection.

Figure 2: One class classifier

Figure 3: Variational autoencoder for low dimensional embedding
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Algorithm 1 Multi-layered Ensemble Anomaly Algorithm   
Input: DataSet 
Output: Normal or Anomalous Data Points  
  1: N = Number of Rows 
  2: L = Number of Feature Reduction Layers 
  3: for k in range 0 to L do 
  4:    = Train multiple One Class Classifiers on subset of N and Generate 
                                          Prediction   
  5:     FP = False Positives on the  

  6:    ( ) =
( )

|  |  

7:    = 1   ( ) 
  8:     =  *   
  9:    = Output from trained Variational AutoEncoder
10: end for 
11: = U 
12: DNN = Trained Neural Net on 
13: for i in range 0 to N do 
14:     = Prediction using DNN for Datai

15:     if  > then 
16:         Data point is anomalous 
17:     else 
18:         Data point is normal 
19:     end if 
20: end for 

4.2 Anomaly Detector  

The proposed framework has a second level which comprises 
of a one-hidden-layer deep neural network containing 10 units.  
The input for this level is the hybrid features generated from the 
first level.  The deep neural network is trained to output the 
probability of an observation being normal or anomalous.  To 
determine if the incoming test data row is normal or anomalous, 
K-Fold Cross Validation is used to calculate the value for the 
dynamic threshold. 

5 Experimental Result Analysis

The performance of the proposed algorithm is evaluated on 
two intrusion detection datasets, CIC-ID2017 and UNSW-
NB15.  Both datasets have unique characteristics and feature 
sets of varying sizes. 

CIC-ID2017 dataset is a collection of 2.8 million records 
with 79 features released by the Canadian Institute for 
CyberSecurity in 2017.  The dataset was generated over a period 
of five days and contains information on real-world network 
traffic, including normal and malicious traces in PCAP format. 

UNSW-NB15 is a dataset created in the Australian Center for 
Cyber Security (ACCS) lab using the IXIA PerfectStorm tool.  
It consists of two million records with 44 features and provides 
a realistic representation of normal network activities and 
synthetic attack behaviors.  The dataset includes nine different 
types of recorded attacks. 

The following evaluation metrics are used:  

=              (3) 

=     (4) 

=                       (5) 

1 =        (6) 

Where TP: True Positive, TN:  True Negative, FP:  False 
Positive, FN:  False Negative. 

Table 1 compares the Proposed Ensemble Anomaly Detection 
algorithm with the other detection methods for the CIC-
IDS2017 dataset.     

Table 1:  Metrics for CIC-IDS2017 dataset 
Technique False Positive Rate

Consolidated J-48 [10] 6.64
LIBSVM [4]     5.13     
FURIA [9] 3.16
WiSarD [5] 2.86
DT-Rule [2] 1.14
MLE-Net with one layer 0.56
MLE-Net with two layers 0.39
MLE-Net with three layers 0.45
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In reference [10], the authors utilized different resampling 
methods to train classification-based machine learning models 
that are based on the class distribution of the training data. In 
FURIA [9], the authors introduced a unique fuzzy rule-based 
classification method that learns from fuzzy rules rather than 
traditional ones based on unordered sets. LIBSVM [4] enhances 
the traditional SVM algorithm using quadratic minimization. 
WiSarD [5] transforms data into n-tuple patterns for training the 
model using tuples as inputs. The DT-Rule framework by 
Ahmed et al. [2] trains an ensemble of JRip, Forest PA, and REP 
tree models. Traditional methods mostly focus on binary 
classification; however, our proposed ensemble anomaly 
approach outperforms others with a minimum FPR of 0.56% 
with one layer of Feature Detector, 0.39% with one layer of 
Feature Detector  and 0.45% with one layer of Feature Detector.
Figures 4 and 5 show the evaluated metrics of our approach on 
CICIDS2017 compared to other models.

Table 2 shows the comparison results of the proposed 
Ensemble Anomaly Detection algorithm with the other 
detection methods for the UNSW-NB15 dataset.

Table 2:  Metrics for UNSW-NB15 dataset
Technique False Positive Rate
E-Max [13] 23.79
Two-level Classification [6] 15.64
Stack Ensemble [21] 8.90
GBM [22] 8.60
Proposed Approach with one layer 4.37
Proposed Approach with two 
layers

2.93

Proposed Approach with three 
layers

3.57

Our proposed approach has demonstrated a substantial 
improvement in performance compared to previous works.  For 
example, E-Max [13] uses statistical analysis to rank attributes 
and employs correlation techniques to determine features, 
which are then used to train five different classification 
algorithms.  Zong et al [26] use a two-level classification 
approach, training the model to detect majority and minority 
classes in the dataset.  The authors of [21] propose a two-level 
ensemble with a feature selection method and two-level 
classification.  Tama et al [22] use the Gradient Boosting 
Classifier, trained with grid search optimization techniques, but 
the major drawback of this approach is the lengthy training time 
due to the complexity of hyper-parameter optimization.  Our 
proposed ensemble anomaly approach was found to have the 
lowest false positive rate (FPR) of 4.37% with one layer of 
Feature Detector, 2.93% with one layer of Feature Detector  and 
3.57% with one layer of Feature Detector.  Figures 6 and 7 show 
the evaluated metrics of our approach on UNSW-NB15 
compared to other models.     

6 Conclusion

In this study, we investigate anomaly detection for datasets 
with highly imbalanced classes.  Traditional binary and 
multiclass classifiers are less effective at detecting anomalies as 
they are only trained on labeled data.  To address this, various
one-class classifiers have been developed, which learn the 
normal behavior on the subset of the dataset by using the normal 
class as input.  Any deviation from the normal decision 
boundary is considered an anomaly.  However, relying on only
one classifier is not sufficient for highly complex, high-
dimensional real-world datasets.  To tackle this, we propose a
hybrid two-phase anomaly detection framework.  We first train
multiple one-class classifiers and an AutoEncoder algorithm at

Figure 4: Evaluation metrics for CICIDS2017 dataset
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Figure 5: Accuracy for CICIDS2017 dataset

Figure 6: Evaluation metrics for UNSW-NB15 dataset

Figure 7: Accuracy for UNSW-NB15 dataset
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the first phase, then apply weights to the results from each 
classifier.  We introduced layers in the first phase and 
experimented three layered versions.  The reduced feature sets 
are then passed to the second phase, which trains a deep neural 
network to output the probability of normal and anomalous 
points.  Our approach was evaluated on the open-source 
benchmark datasets CIC-ID2017 and UNSW-NB15 and was 
found to have a low false-positive rate with two layers in the 
first phase. 
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