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Abstract 

The increase in the use of web services has rendered its 
workload to be highly uncertain.  The workload and the 
execution environment of web services affect their 
performance since they are non-uniform and unpredictable.  
Hence, estimation techniques are required to predict the 
performance of web services considering their dynamic 
workload.  This paper presents a methodology to estimate the 
response time of web services over a given time horizon by 
providing a mathematical model.  The deployment 
environment is analyzed by considering the configuration of 
the resources and the workload that fluctuates over a period 
of time.  A case study on Travel care application is presented 
to illustrate the methodology.  The tool SMTQA (Simulation 
of Multi-Tier Queuing Applications) is used to carry out 
sensitivity analysis on the configuration of resources so that 
the behavior of the resources can be analyzed.  This analysis 
helps to improve the performance of web services by 
identifying the bottleneck resources.  Moreover, it provides a 
possibility to determine the performance objectives. 

Key Words:  Web services, software performance 
engineering, performance goal, dynamic workload, 
mathematical model, sensitivity analysis, SMTQA. 
 

1 Introduction
 
One of the most significant aspects of Quality of Service 

(QoS) is performance.  It is critical to evaluate the aspects that 
lead to client satisfaction in the efficient delivery of various 
services.  Certainly, improving these factors is a challenge in 
web services since the workload from the client-side is 
uncertain and ever-changing.  The performance of web 
services can be analyzed in several ways.  It is necessary to 
analyze the workload to meet users’ performance 
expectations. 

Composite services are a typical aggregation of the 
complex process.  In the context of web services, a composite 
web service is considered as a single logical unit [10].  The 
performance of the composite web services encompasses the 
effective resource usage and sharing of the workload in a 
service-oriented environment.  It is difficult to know the 
workload of the composite web services.  Any online service 
offered on the internet can be evaluated by looking at four key 
factors: number, service quality, complexity, and function 
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diversity [11]. 
Two important performance dimensions for web 

applications are responsiveness and scalability [2, 18].  In the 
current scenario, the web users are too busy to wait for a slow 
responsive system; hence, responsiveness is significant. 
Scalability is important to maintain responsiveness, as more 
and more users converge on a site.  There is also significant 
capacity planning concerns for web applications, such as the 
selection of the number of processing nodes, the number of 
processors for each node, the speed of the processors, and so 
on.  Other significant performance tuning issues also have to 
be addressed for responsive web applications.  One of the 
critical issues for the performance of web services is the issue 
of balancing the workload of computational tasks among the 
different nodes comprising the system [15]. 

Early in the software development process, Software 
Performance Engineering (SPE) provides numerous 
approaches for analyzing the performance of software 
systems.  It is difficult to obtain reliable early estimations 
because complete information about the future system is 
lacking at this time.  However, to establish the feasibility of a 
software system in terms of performance analysis, early 
estimates are essential [18-19]. 

A methodology to analyze the behavior of the hardware 
resources based on the dynamic workload is proposed in this 
paper.  The methodology provides a basis for calculating the 
response time over a given time horizon based on the demand 
of the activities of the web services.  Moreover, the 
methodology helps to define the performance goal as well. 

 
2 Related Work

 
As discussed in the previous section, the non-uniform 

workload of web services has a strong impact on system 
performance.  Some literature available in this context is 
reviewed.  

The Customer Behavior Model Graph (CBMG) is a graph 
that describes patterns of customer behavior in e-commerce 
site workloads [14, 20].  The impact of a more realistic 
dynamic workload on online performance measures is 
investigated in [16].  The analysis is done by carrying out an 
experimental study on an e-commerce scenario with a 
dynamic workload.  The obtained results are compared with 
the traditional workloads.   In multi-tier web service systems, 
a soft resource allocation approach is proposed to handle 
dynamic workloads in real-time [25]. The authors have 
formulated the whole system by queueing the network model.  
To cope with dynamic workloads and to meet performance 
demands, an optimization approach based on sliding windows 
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is presented. Experimental measurements are used to validate 
the effectiveness of the optimization method, as well as the 
model parameters and performance indicators.  The author of 
[23] proposes a method for both economical and robust 
provisioning of resources for N-tier web applications.  The 
authors tested the method using three different workload 
models in the RUBiS web application benchmark:  open, 
closed, and semi-open.  The authors claimed that their 
approach was flexible enough to accommodate a wide variety 
of workloads with varying resource demands without 
requiring reconfiguration. 

Web service compositions are emerging to support 
industries by becoming more dynamic and delivering 
customized services to users.  Dynamic web service 
composition approaches as the foundation of problems like 
transaction support, compositional correctness, etc. are 
compared in [9].  In [3] the performance of the clinical 
decision support system is shown based on a web service.  The 
layered queueing network model is followed to design the 
software architecture of the system, and the systems 
performance goals are obtained by solving the model 
analytically.  E-commerce applications are evaluated using 
the queuing network model in [8].  Through the use of 
techniques like Layered Queuing Network (LQN) models and 
SPE, performance parameters such as response time, 
utilization, and throughput have been verified with actual 
measurements.  In [21] an architecture behavior designed for 
varying demands is discussed that are placed on the server.  
The paper discusses the experimental studies on an 
infrastructure behavior that is devised for variant loads placed 
on the server. 

Web services performance evaluation can be done at two 
levels.  One is at the client-side which is a direct interface with 
the user and the other at the server-side.  The performance has 
to be very good at the client-side, and various factors that 
contribute to the effective performance of web services have 
to be considered as in [12].  The performance of a Web service 
has to be estimated properly when we integrate different web 
services to make a new one.  Different web services can be 
combined based on simplicity, interoperability, flexibility, 
and reuse of services.  Different toolkits are used to compare 
the performance of Integrated Web Services.  The authors 
describe a new concept of creating web services, based on 
existing services to enhance the performance of a web service, 
also called a Hybrid approach [4]. 

To handle the growing client and varying workload, a 
session-based workload and reliability analysis is presented in 
[22].  The authors introduced intra-session and inter-session 
metrics.  Describing workload and analyzing characteristics 
of web errors by estimating request-based and session-based 
web server reliability to indicate user perception is discussed.  
Performance analysis using a measurement-based 
performance analysis is explained with an example of an e-
commerce application that uses a web service component in 
[5].  According to the setup established, higher workload 
intensities increase the response time of the web services in 
comparison with any other component.  A methodology for 
selecting an appropriate execution environment based on 
dynamic workloads over a given time horizon is discussed in 
[7].  The authors propose a mathematical model for 
calculating the performance which facilitates decision-

making for a given distributed application by calculating its 
performance.  It also simulates the model proposed for the 
same. 

In the literature, the early estimation of performance 
parameters for web services is not addressed.  In this paper, a 
methodology to estimate the performance metrics, such as 
average response time, average service time, average waiting 
time, and probability of idle server and dropping of sessions 
is proposed considering the dynamic workload of web 
services.  Furthermore, the methodology provides an 
opportunity to determine the performance goal. 

 
3 Methodology 

 
The performance of web services highly depends on the 

configuration of the resources and service requirements of 
various services and in particular, the demand for them.  
Hence, precise performance analysis is necessary to estimate 
the expected demand for the web services and in turn for the 
corresponding servers.  It is acknowledged that the workload 
of a web service in a time horizon is particularly important for 
identifying the capacity of the deployment environment and 
the allocation of web services to web servers.  Subsequently, 
a probabilistic technique is necessary to find out the workload 
in a fixed time horizon.  This type of analysis in a fixed time 
horizon helps to find out the adequacy of web servers and 
application servers and also to assess the alternatives in the 
deployment environment so that the performance goal can be 
achieved.  

Fluctuations in workload may have an impact on the 
performance due to contention for resources during the 
execution of the web services.  Moreover, it may lead to ‘drop 
the requests’ also. Hence, an estimation mechanism has to be 
provided to determine the utilization of the web servers.  The 
estimation is based on the design of the deployment 
environment and the workload during the time horizon. 
Suitable configuration for the servers can be determined by 
analyzing the deployment environment considering different 
configurations for the servers.  

Considering all the above aspects, a methodology is 
proposed in this paper for estimating the performance of 
service-oriented web services over a time horizon considering 
aspects of WA/WS.  The methodology aims to identify 
whether the proposed configuration of the deployment 
environment of web servers is adequate to satisfy the 
customers based on the required demand or not. 

Let i [i0, I+ i0-1] be the interval, where i0 be the first 
interval in the time horizon that is chosen; I will be the number 
of intervals.  Let AT, be the set of activities that are expected 
to be processed during the ‘I’ intervals and each activity may 
trigger a particular web service of a composite service.  Based 
on these assumptions, the methodology has been devised as 
follows.  

 
 Modeling the workload of web service components using 
a mathematical model over a given time horizon.  

 Modeling the servers and other hardware resources in the 
deployment environment of WS architecture in SOA. 

 Formulating a procedure to calculate the response time 
proportional to workload. 

 Prediction of performance and analyzing the behavior of 
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the resources across the servers of web services. 
 Identifying bottleneck resources and improving the 
performance by carrying out sensitivity analysis on 
resources of composite web services. 

 
3.1 Modeling the Workload of Composite Web Services 

 
A workload element is a unique workload request that is 

generated for a given web service and must be handled by the 
appropriate composite web server.  The workload 
specification covers service utilization or requests for service 
functions, as well as the likelihood of requests arriving and 
request patterns [1].  The activity diagram of Unified 
Modeling Language (UML) helps to model the flow of 
activities of the web services, and it is available during the 
preliminary design phase.  A sequence of actions involved in 
the activity is the scenario of a service.  The activity scenarios 
define the desired behavior of web service and show the 
execution patterns of a composite service.  A scenario of 
service illustrates the interaction between the objects or 
execution of the activities at a particular time.  The execution 
of a specific activity scenario depends on the type of user’s 
request (event).  Web services are geographically distributed, 
and the number of users of the system tends to vary from time 
to time (for example, the travel agent service, derived from 
[24], is a good example of how this works.  A user accesses a 
single interface, entering the information needed to book a 
flight, book a hotel room, and obtain maps from the area.  
Each of these three obligations will be met by its web service.  
The problem here is that the user may submit some 
information that only needs to be used by certain parts of the 
service.  For instance, a credit card is involved with airline and 
hotel reservations, but a website can provide maps for free.  
As a travel agency customer, one would want to know 
whether the credit card information will be secured and 
accessible to only necessary vendors).  As a result, in a 
service-oriented environment, the type of requests arriving at 
a particular time interval is unpredictable.  Hence, workload 
scenarios can be built based on the number and type of 
expected activities across a certain time horizon interval. 

Let FI be the collection of activities that represent the web 
service functionality that will occur throughout I time 
intervals, and Ri denotes the number of requests that can arrive 
in the interval i  [i0, I+ i0-1].  

Each request is characterized by:

 , – the likelihood of the request r occurring at a given 
time interval i 

 ,  – expected demand for the activity , if the 
request r arrives among those specified at the time 
interval i 

The arrival of the request at period i and the scenario that 
occurred in period i-1 are used to define the workload of a 
certain service of a composite web service at period i.  Let Si 

denote the number of demand scenarios for a service that will 
occur in each interval i, with pi,s denoting the likelihood that 
scenario s will occur at interval i.  

During the first interval i0, the number of scenarios can be 

calculated as: 

=   (3.1) 

The number of scenarios in the following interval i [i0, 
I+ i0-1]. can be computed recursively as:

Si = Ri . Si-1 (3.2)

The probable situations at a time interval i depend on the 
scenarios at a time interval i-1, and the requests come at the 
time interval i for a certain composite web service. 

The conditional probability tree is used to depict workload 
scenarios in the service-oriented environment because the 
occurrence of a service scenario at any time interval 
conditionally depends on the preceding scenario and the 
arrival of requests in that scenario.  Figure 1 depicts the layout 
of the workload scenarios. 

Let , be the probability that the scenario of a service s 

can be utilized in the period i, then  

, = , . , (3.3)

where, pi,r be the probability that the request r occurs in the 
period i and pi-1,v be the probability that the scenario v occurs 
in the period i-1.  The demand ,  is computed as: 

, = ,         (3.4) 

Where , is the demand for activity a in time interval t 
respond to the workload scenario s.  

Furthermore, the state (activity) at the interval i-1 and the 
request arrived at i determine the state of the composite 
service in time i.  Hence, the group of activities to be executed 
at time t are considered as state of the web service at the time 
i, and the pattern of processing the activities are modeled as 
the State Chart Diagram of UML.  The representation of the 
workload scenarios is presented as a statechart diagram in 
Figure 2. 

3.2 Modeling of Execution Environment of a Composite 
Web Service 

 
The resources in the execution environment and workloads 

are closely related to each other.  The configuration of the 
resources available for individual web services as well as the 
workload for the web services influences the performance of 
the composite web service. 

The software architecture that includes hardware and 
software components becomes the base for the deployment 
environment of each web service.  The features of the 
execution environment are specified by a set of attributes that 
categorize each resource in the environment.  For analyzing 
the deployment environment, a different set of attributes for 
resources can be considered to obtain the performance metrics 
of those resources.    

For each hardware resource, the following set of attributes 
are considered: 
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Figure 1: Workload scenarios – conditional probability

Figure 2: Workload Scenario - Statechart Diagram 
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The configuration 
 A collection of activities belonging to FI that the resource 
can carry out 

 The number of resources used by each activity 

Based on the resource parameters that are to be specified, a 
set of values can be assigned to define the base configuration 
for the resources.  For example, consider a resource R1 with 
the configuration of 1000 KB/sec as the processing speed of a 
web service.  Let a1, a2, a3, be the activities that require the 
service of the resource R1 and the resource usage for the 
activities be 5 seconds, 8 seconds, and 4 seconds, respectively.  
Another alternative type of data can be obtained by changing 
any of the combinations of these attributes; for example, the 
processing speed changing to 10000 KB/sec or the processing 
time for the activities to 2 seconds, 8 seconds, and 5 seconds, 
respectively. 

3.3 Calculation of Response Time 

The resource utilization of each web service must be 
analyzed to determine the composite web service’s optimal 
and predefined response time over the provided time horizon.  
This can be made possible by calculating the resource 
utilization for each time interval.  The configuration and the 
fluctuating workload scenarios lead to a difference in resource 
usage so that each configuration ICc  is characterized by 
a unique set of parameters of the resources of that web service. 

Let j
aPT be the processing time required for the activity, 

 for a given configuration j. Let ,  be the total 
processing time in time interval i to respond to the workload 
scenarios s.  Then the total processing time during the period 
i can be calculated as:     

, = ,   (3.5) 
 

4 Illustration of the Methodology 
 
For a precise illustration of the methodology, we have taken 

a case study on the Travel Agent web application/web service 
[13].  Users can use the Travel agency’s website to search for 
available airlines, hotels, and cars that suit their search 
parameters, make reservations, and pay for booked services, 
among other things.  The Travel Agency web application 
makes use of a local database that stores customer information 
as well as tourism-related data.  Moreover, four external web 
services are used by the Travel Agency web application: the 
airline web service provider which provides services like 
flight availability, the hotel online service provider publishes 
a news bulletin and accepts room reservations, the vehicle 
web service provider conveys availability and booking 
information, and an independent online payment web service 
provider collects payments.  Not only does the Travel Agency 
use web services, but it also exposes some of its functionality 
as a web service.  The UML models developed for the Travel 
Agency web application are given in the following sections.  

 
4.1 Modeling the Scenarios of Workload 

The kind of queries that the application receives are 

determined by its functionalities.  The overall activity of the 
travel care application is presented in Figure 3 with a help of 
a use case diagram. 

Figure 4 depicts the flow of activities carried out in the 
application for any type of reservation made through travel 
care.  The action begins with a login to the travel care system 
using the credentials created and a booking query (airline, car, 
and hotel).  Once the type of reservation is chosen, the travel 
care selects the service providers and connects to the 
appropriate network, then completes the reservation by 
selecting and providing all of the necessary details, confirms 
the transaction by making an online payment, and ends the 
transaction by reconnecting the network. 

The use case diagram of the Airline Reservation is shown 
in Figure 5 with various scenarios.  The scenarios or services 
that are frequently used by the customers are Login for a 
particular travel site for reservation, Searching a flight, Seat 
selection, Providing booking details, Confirming reservation, 
Canceling a reservation, Payments, etc.  

The activity diagram shown in Figure 6 describes the flow 
of actions carried out by a customer who reserves a flight 
ticket.  The activity begins with login in into the travel agency 
by entering the credentials.  Based on the destination planned, 
the flights are searched and selected by reserving the class, 
number of seats, and providing the passenger details.  On 
confirmation of the reservation, the payment is made based on 
the seat count and the transaction is ended by generating the 
bill for the payment. 

The use case diagram for Car Reservation is shown in 
Figure 7 that includes the following use cases:  Registering 
and login for a particular travel reservation, selecting the 
location of car provider, checking the availability of car based 
on the particulars, selecting the car by providing details such 
as rent date and time, duration and number of cars, confirming 
and cancelling the booking, making payment on confirmation. 

The activity diagram for Car Reservation is presented in 
Figure 8 which starts by selecting the location of the car 
providers nearer to the customer’s location.  The customer 
then checks for the availability of cars by providing certain 
particulars.  If available, the customer reserves a particular 
type and number of cars.  The customer confirms the 
reservation and provides personal details, makes the payment, 
and terminates the reservation process. 

The use case diagram of the Hotel reservation is shown in 
Figure 9.  It includes the following functionalities:  
Registering and login into a travel agency, selecting a location 
for a customer’s choice, selecting the hotel in the location and 
checking for availability of rooms, selecting the type and 
number of rooms, confirming and cancelling booking, making 
payment.  The actors include travel agencies, hotel 
employees, banks, and customers. 

The hotel reservation process is presented in Figure 10, 
which starts with the selection of the location of customers’ 
choice by viewing the map.  The hotel in the selected location 
is checked for the availability of rooms.  If available, the 
customer selects the room type and room count and then 
proceeds to book by providing check-in, check-out dates, and 
personal details.  The booking is completed by making an 
online payment for the reserved room. 

The conditional probability tree and the statechart diagram 
for Travel Care, Airline Reservation, Hotel Reservation, and  
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Figure 3:  Use case model of travel care 
 

 
Car Rental are given in Figures 11 to 15.  These diagrams are 
used to represent the expected scenario of activities during 
each of the time intervals.  The occurrence of these activity 
scenarios is dependent on customers’ requests during the 
specified time interval and the probability of their occurrence.  
 
4.2 Modeling the Execution Environment 
 

The deployment environment of the Travel Care is given in 
Figure 16.  The execution environment of the application is 
modeled using the deployment diagram of UML.  The data for 
the elements of execution are given in Table 1.  

 
4.3 Response Time Calculation 

The proposed model is simulated by considering ten-time 
intervals, for a given time horizon t, t [10, 12].  To calculate 
the total processing time for the scenarios, the following 
information is needed as given in equation 3.5:  i) Probability 
of the activity occurring in a given time interval t.  ii) the 
processing time of each activity.  Uniform distribution is used 
to generate the probability of occurrence of the activities.  The 
execution time of the activities is estimated using the 
methodology discussed in [17].  The activity point 
performance prediction approach is used to calculate the 
activity points in this methodology.  The size of the activity is 
calculated in terms of Lines of Code (LoC) using the gearing 

factor and in turn activity size in kilobytes is obtained from 
LoC.  The processing time for the activities is calculated from 
the software size taking into consideration the given 
deployment environment.  The estimated response time for 
the activities is calculated and tabulated in Table 2.  The 
processing speed of the hardware resources is tabulated in 
Table 1. 

For example, the probability of the occurrence of activities 
considered during the time interval t1 is 0.9.  To process the 
activities that are to be handled during this time interval, the 
time required is estimated as 0.355 seconds.  Then during the 
time interval t1, the time required for processing this scenario 
can be computed by applying Equation 3.5 as: 

 
  

 
The maximum, minimum, mean and execution time, 

variance, and standard deviation are calculated and tabulated 
in Table 3 for each of ten intervals (i1, i2, i3 … i10), as well as 
for the total time horizon (T* - the sum of response time 
acquired in intervals i1 to i10).  Smith [18-19] provides the 
following reasons for estimating the minimum, maximum, 
and average response times: 

i. It aids in the study of the best-average-worst case 
analysis.  

sec32.0355.0*9.0,
j
stT
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Figure 4:  Activity model of travel care 
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Figure 5:  Use case model of airline reservation 
 

ii. The obtained maximum response time in various 
trials aids in determining the application’s 
performance goal  

 
As shown in Figure 17, a graph is generated to display the 

response time acquired for ten intervals.  Moreover, for the 
response time obtained during time intervals i1 to i10, graphs 
are generated and presented in the figures, from Figure 18 to 
Figure 27. 

 
The observations are: 
The maximum response time in interval t1 is less related to 

other intervals.  The only reason for this is login-related 
actions; user authentication can happen during this time.  
Furthermore, these activities are the interactions between the 
user and the travel reservation.  The variance and the mean 
response time are comparably higher in the intervals t4 to t7, 
because the activities that occur during this interval need more 
execution time.  This is due to the activities of the interactions 
between the travel reservation and the application servers, 
namely, airlines, car rental, and hotel reservation; these 
interactions are communicated through protocols service.  
The total maximum response time is obtained as 5.721 
seconds, for the intervals considered.  

 
4.4 Simulation Results 

 
Simulation is carried out with 500 trials, where 30000 data 

that represent requests for web service are considered for each 
trial.  Uniform distribution is used to generate the probability 

of occurrence of the requests.  The maximum response time is 
obtained in the range of 4.73 to 5.82 seconds irrespective of 
the workload during the intervals t1 to t10. Moreover, a 
negligible difference is observed in the mean response time 
value.  Graphs are generated for understanding the 
fluctuations visually.  Sample graphs are presented in Figures 
17, 18, and 19 for intervals 1, 3, and 4, respectively. 

The preceding observations lead to a conclusion that 
irrespective of the workload during the given time horizon 
consisting of ten-time intervals, the required processing time 
for executing the activities is 5.82 seconds.  This is the 
maximum time taken for the given configuration in the 
deployment environment of web services.  

 
The recommendations that can be suggested are: 
 
 The response time obtained as the maximum can be 
considered as the minimum required processing time to 
process the activities of the web service during a heavy 
workload since we have not considered the congestion 
delay.  Therefore, this maximum response time value 
with probable congestion delay may help to define the 
performance goal of a composite web service.  

 While a huge number of users using the system, a user 
cannot expect to receive the response within 5.82 
seconds. 

 If the performance objective is 5.82 seconds or above, 
then the configuration of the resources in the execution 
environment can be chosen as the values given in Table 
1 (configuration C1). 
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Figure 6:  Activity model of airline reservation 
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Figure 7:  Use case model of car reservation 
 
 
Section 7.6 discusses the analysis of changes in the 

configuration of hardware resources in the execution 
environment, as well as the identification of bottleneck 
resources and ideas for improvement. 

 
4.5 Sensitivity Analysis 

 
The environment of the composite web services for Travel 

Reservation is simulated using the simulation tool SMTQA 
(Simulation of Multi-Tier Queuing Applications) [6].  The 
simulation is carried out with the configuration (C1) given in 
Table 1, and the performance metrics are obtained.  The 
values of the performance metrics are given in Table 4.  It is 
observed from the table that the probability of dropping of 
sessions in Internet 1 and Internet 2 is 0.699 and 0.497, 
respectively.  This is due to the low processing speed of the 
Internet.  Hence, these are identified as bottleneck resources.  
To analyze the behavior of the hardware resources in the 
execution environment, sensitivity analysis is carried out by 
considering a modification in resource configuration one at a 
time.  To improve the performance of the services, the 
processing speed of the Internet 1 is increased to 1050 KB.  

As a consequence of this, the probability of dropping requests 
is reduced to 0.213.  

Since the number of requests processed by the Internet 1 is 
increased, this has an impact on the performance of the Travel 
Reservation server.  As a consequence, the dropping of 
requests has happened in the Travel Reservation server, and 
its probability is 0.225.  In turn, the probability of dropping 
sessions on the Internet is reduced from 0.497 to 0.297.  From 
this observation, we could conclude that the performance of 
the Internet 1 and Internet 2 can be improved further by 
increasing their processing speed.  Simultaneously, the 
processing speed of the Travel Reservation server also must 
be increased to avoid the dropping of requests. 

 
5 Conclusions 

 
The given methodology provides a mathematical model to 

estimate the response time based on the workload that 
fluctuates over a given time horizon.  The estimation is made 
by i) Modeling the servers and other hardware resources in the 
deployment environment of WS architecture in SOA.  ii)  
Formulating a procedure to calculate  the  response time pro- 
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Figure 8:  Activity model of  car reservation 
 
 
 

portional to workload.  iii) Prediction of performance and 
analyzing the behavior of the resources across various web 
servers.  iv) Identifying bottleneck resources and improving 
the performance of composite web service by sensitivity 
analysis. 

Sensitivity analysis using the tool SMTQA is carried out to 
analyze the behavior of the hardware resources.  The 
sensitivity analysis has indicated how changes in the base 
configuration of resources have an impact on the response 
time of the application.  The methodology also helps to 
determine and define the performance objective of the web  
 

services by obtaining the range of values for maximum 
response time.   
 

The proposed methodology can be used to predict the 
performance and to determine the most suitable deployment 
environment that can achieve the defined performance 
objective for web service based on non-uniform workload 
considering specifications of WS architecture.  But, in 
composite web service various other services may be 
affecting the response time of the application; hence, the 
workloads of other services also need to be considered. 
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Figure 9:  Use case model of hotel reservation  
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Figure 10:  Activity model of hotel reservation  
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Figure 11: Conditional probability tree for the case study
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Figure 12: State chart diagram for travel care
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Figure 13: State chart diagram for airline reservation

Display Home Page

do/Select Airline Reservation

Flight Details

do/Display Flight Details

Availability

do/Fetch Availability of seats

Reservation

do/Confirm Reservation

Travel Site

do/Go to Travel Site

Abandon
Flight Details

do/Select Different Flight Details

Availability

do/Fetch Availability of seats Reservation

do/Confirm Reservation

Travel Site

do/Go to Travel Site

Abandon
Abandon

Abandon

User Authentication

do/Validate User Credentials

Display Home Page

do/Select Airline Reservation

Flight Details

do/Display Flight Details

Availability

do/Fetch Availability of seats

Reservation

do/Confirm Reservation

Travel Site

do/Go to Travel Site

Abandon

Flight Details

do/Select Different Flight Details

Availability

do/Fetch Availability of seats

Abandon

Reservation

do/Confirm Reservation

Travel Site

do/Go to Travel Site

Abandon

[Valid]

[Invalid]

[Select Flight]

[Satisfied & Select Seat]

[Available]

[Reservation Satisfied]

[Reservation UnSatisfied]

[Exit]

[Flight Not Satisfied]

[Select Flight]

[Valid]

[Select Seat]
[Available]

[Available]

[Available]

[Select Seat]

[Select Seat]

[Exit]

[Reservation Satisfied]

[Reservation Satisfied]

[Reservation Satisfied]

[Reservation UnSatisfied]

[Reservation UnSatisfied]

[Reservation UnSatisfied]

[Flight Not Satisfied]

[Flight Not Satisfied]

Other Applicaitons

do/Other Applicaitons

t=8 t=9t=7t=6t=5t=4 t=10



344 IJCA, Vol. 30, No. 4, Dec. 2023

Figure 14: State chart diagram for hotel reservation
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Figure 15: State chart diagram for car reservation
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Figure 16: Exécution environment – base configuration (C1) 

Table 1:  Configuration of resources in the execution environment (C1) 

Table 2:  Size and response time of activities of travel service  

Table 3:  Statistical values for configuration 
Configuration 

i1 i2 i3 i4 i5 i6 i7 i8 i9 i10 Total 

Max 0.350 0.369 0.438 1.109 1.023 1.088 1.042 0.638 0.484 0.376 5.721

Min 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.005

Mean 0.174 0.099 0.066 0.170 0.093 0.077 0.169 0.086 0.041 0.019 0.993

Variance 0.010 0.006 0.005 0.028 0.014 0.010 0.015 0.006 0.002 0.001 0.429

Airline Service

Car Rental Service

Hotel Service

Travel Care Service

Internet

Internet

Internet Internet

Internet

Internet

Devices / Servers Client  Internet Airline Hotel Car Credit Card LAN

Processing Speed (Sec/KB) 16000 575 20000 15000 15000 20000 12500

Travel Care Service

 Activities Size (KB) Response Time (Sec)

Login 81.83094 0.355473 

Query Status 55.6554378 0.472115 

Select Airline 61.8863298 0.436247 

Select Hotel 61.8863298 0.436247 

Select Rental car 61.8863298 0.436247 

Query Booking 53.8247277 0.421855 

Manage Providers 78.27246088 0.465031

Join/leave airline net 95.1955894 0.543976

Join/leave hotel net 95.1955894 0.543976 

Join/leave car net 95.1955894 0.543976
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Figure 17:  Response time obtained for t1 

 

Figure 18:  Response time obtained for t3 
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Figure 19:  Response time obtained for t4 

 

Table 4:  Performance metrics of Internet speed 575 KBps with Arrival distribution is 0.01 

Sl No Layer Name Processing 
Speed 

(Units) 

Average 
Response 
time  

Average 
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Average 
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Probability of 
idle server  

Probability of 
dropping 
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1 Client 16000 0.004 0.003 0.000 0.764 0.003 
2 Internet1 575 0.144 0.052 0.091 0.001 0.699 

3 Travel Reservation 20000 0.001 0.001 0.000 0.990 0.000 
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18 LAN22 12500 0.002 0.002 0.000 0.978 0.000 
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20 LAN24 12500 0.003 0.003 0.000 0.998 0.000 
21 DB1 20000 0.001 0.001 0.000 0.997 0.000 
22 DB2 15000 0.001 0.001 0.000 0.996 0.000 
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