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Abstract 

 
In the domain of deep learning-driven image classification, 

the underpinning algorithms often grapple with reduced 
performance efficacy when working with constrained 
datasets.  Such algorithms typically thrive in scenarios with a 
considerable volume of data at their disposal, but they falter 
when their operational spectrum narrows down to a handful 
of images.  This necessitates data augmentation or the 
synthesis of new data instances via Generative Adversarial 
Networks (GANs).  However, these methodologies do not 
always yield images that align with the desired quality criteria.  
As such, the onus of evaluating and sieving out low-quality 
images falls on the researchers, who must conduct a 
meticulous manual review of each image.  This approach, 
albeit thorough, is riddled with the challenges of being highly 
time-consuming and resource-exhaustive. 

In this study, we introduce a novel methodology that 
leverages the latent space of autoencoders for image quality 
assessment.  This unique approach bypasses the need for 
manual review, allowing us to infer image quality by 
analyzing the latent space representation.  We furnish 
empirical evidence of our methodology's efficacy through 
extensive experimentation, which unveils its superior 
performance over conventional image quality evaluation 
techniques. 

Key Words:  Autoencoder, latent space analysis, image 
quality, perceptual metrics, regularization, deep learning. 

 
1 Introduction 

 
Deep learning algorithms have shown remarkable 

performance in image classification and recognition tasks.  
However, their effectiveness is often hindered when working 
with a small number of images [2].  When the training dataset 
consists of only a few images, researchers usually augment 
them or synthesize new images using generative adversarial 
networks (GANs) [5].  Nevertheless, these methods may not 
always produce images of the required quality. As a result, 
manual review of individual images is necessary to remove 
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low-quality ones from the dataset, which is a time-
consuming and resource-intensive process [10].  One solution 
to this issue is to evaluate the quality of images through the 
analysis of the latent space of autoencoders. An autoencoder 
is a type of neural network that learns to encode and decode 
data, reducing the dimensions of the input data into a latent 
space [6].  The latent space is a compressed representation of 
the input data, where each dimension represents a learned 
feature of the input [1].  Analyzing the latent space of 
autoencoders can provide a more reliable measure of image 
quality than manual review [8].  Several studies have 
investigated the use of autoencoders and their latent space for 
image quality evaluation.  In [7], a novel method was 
proposed for evaluating image quality using the variance of 
the latent representation.  In [12], a perceptual loss function 
was introduced to improve the quality of the generated images 
using GANs.  A regularization term was added to the loss 
function to encourage the generated images to be more similar 
to the real images in the latent space.  In [4], the latent space 
was used to evaluate the quality of face images, and the results 
were compared with the human perceptual evaluation.  Other 
studies have used autoencoders and their latent space for 
image generation tasks.  In [3], an adversarial autoencoder 
was introduced, which combines the advantages of both 
autoencoders and GANs.  In [9], a conditional autoencoder 
was proposed, where the input data and a condition vector are 
combined to generate high-quality images.  In this paper, we 
propose a methodology for evaluating the quality of images 
by analyzing the autoencoder latent space.  We demonstrate 
the effectiveness of our approach in comparison to 
conventional methods for determining image quality [11].  
Our method can be used in various image-related tasks, 
including image restoration, synthesis, and recognition. 

2 Methodology 

We start with a small number of training datasets and our 
goal is to improve classification accuracy.  First, we attempt 
to classify the existing datasets using deep learning 
algorithms.  If the results are not satisfactory, we try image 
augmentation or generative adversary networks to improve 
the datasets. 

However, if these methods do not produce the desired 
results, we turn to quality determination using the latent space 
of an autoencoder.  Here are the steps involved: 
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1. We train an autoencoder for all the input training 
datasets and encode all available images.  By decoding 
them, we obtain the latent space of the autoencoder. 

2. We represent the first class of images in latent space. 
3. Points of training datasets are generated in the latent 

space, and we hypothesize a sphere that filters out 95% 
of the points.  We find the radius of this sphere. 

4. We synthesize the required number of images using 
image augmentation or generative adversarial networks. 

5. The newly synthesized images are imaged again in 
latent space.  Images outside the sphere are considered 
low-quality and are excluded from the deep learning 
models.  The ones inside are included in our training 
dataset.  This sphere serves as a qualifier to divide the 
quality of images into good or bad. 

6. Starting from step 2, we repeat the process for the rest 
of the classes. 

 
By the end of this process, we have high-quality images to 

train deep learning models, and our training dataset is now 
larger.  In summary, this methodology improves classification 
accuracy by using deep learning algorithms, image 
augmentation, generative adversary networks, and quality 

determination using the latent space of an autoencoder.  This 
methodology aims to improve classification accuracy despite 
having a small number of training datasets.  It does this by 
using deep learning algorithms and image augmentation or 
generative adversary networks to improve existing datasets.  
If these steps do not lead to significant improvement, quality 
determination is performed using the latent space of an 
autoencoder.  Finally, the high-quality images obtained from 
this process are used to train deep learning models. 

 
3 Results 

 
We evaluated our proposed methodology on several open 

access datasets, including MNIST, CIFAR-10 and CIFAR-
100.  Our approach is designed to improve classification 
accuracy on datasets with very few images, so we 
intentionally used a small number of images from each class 
(5, 10, 20, and 100) in each of the test datasets.  We then 
compared the classification results of these images with and 
without our proposed methodology to assess its effectiveness.  
All models used the same autoencoder, which is presented in 
Table 1:  Model 1 and Table 2:  Model 2. 

Table 3 shows the datasets, the number of images in each 

 Table 1:  Model 1.  VAE encoder model 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Table 2:  Model 2.  VAE decoder model 

 
 
 
 
 
 
 
 
 
 
 

Layer(type) Output Shape Param# Connected to

encoder_input(InputLayer) [(None,28,28,1)] 0 []

conv2d(Conv2D) (None,14,14,512) 5120 ['encoder_input[0][0]']

conv2d_1(Conv2D) (None,7,7,1024) 4719616 ['conv2d[0][0]']

flatten(Flatten) (None,50176) 0 ['conv2d_1[0][0]']

dense(Dense) (None,400) 20070800 ['flatten[0][0]']

z_mean(Dense) (None,100) 40100 ['dense[0][0]']

z_log_var(Dense) (None,100) 40100 ['dense[0][0]']

z(Lambda) (None,100) 0 ['z_mean[0][0]','z_log_var[0][0]']

Layer (type) Output Shape Param #

z_sampling(InputLayer) [(None,100)] 0 

dense_1(Dense) (None,50176) 5067776 

reshape(Reshape) (None,7,7,1024) 0 

conv2d_transpose(Conv2DTranspose) (None,14,14,1024) 9438208 

conv2d_transpose_1(Conv2DTranspose)l (None,28,28,512) 4719104 
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Table 3:  Results of experiments 

Dataset 

Number of 
images per 
category 

Data 
augmentation  

Number of 
qualified 
images

Accuracy
before using 

proposed method 

Accuracy after 
using proposed 

method
MNIST 5 500 425 20.6% 25.8 % 

MNIST 10 1000 895 25.8% 30.2 % 

MNIST 20 2000 1578 27.1% 30.9 % 

MNIST 100 5000 3685 25.4% 24.8 %

CIFAR-10 5 500 458 18.9% 21.6 % 

CIFAR-10 10 1000 901 23.4% 24.2 % 

CIFAR-10 20 2000 1570 28.2% 31.2 % 

CIFAR-10 100 5000 4001 34.3% 40.9%

CIFAR-100 5 2500 1978 14.6% 18.2 % 
 

CIFAR-100 10 5000 3951 16.4% 29.5 % 

CIFAR-100 20 10000 8012 18.2% 21.8 %

CIFAR-100 100 50000 38417 24.5% 27.6 % 

dataset, the number of images after applying our 
methodology, the overall classification accuracy, and the 
classification accuracy of the qualified images. 

The assessment of the proposed methodology was carried 
out across three standard benchmarks:  MNIST, CIFAR-10, 
and CIFAR-100.  The critical premise of this analysis was to 
gauge the effectiveness of the classification model when 
restricted to datasets with a limited number of images per 
category. 

For the MNIST dataset, the proposed methodology 
showcased marked improvements.  With only 5 images per 
category, the model’s accuracy experienced an augmentation 
of 25.24%, increasing from 20.6% to 25.8%.  When the model 
was supplied with 10 images per category, the observed 
accuracy escalated from 25.8% to 30.2%, marking an 
improvement of approximately 17.05%.  Furthermore, with 
20 images per category, the model’s accuracy ascended from 
27.1% to 30.9%, signifying a growth of about 14.02%.  
Intriguingly, a marginal degradation of 2.36% in accuracy, 
from 25.4% to 24.8%, was observed when the model was 
tested with 100 images per category. 

The application of the methodology on the CIFAR-10 
dataset also yielded enhanced accuracy.  With 5 images per 
category, the accuracy was amplified from 18.9% to 21.6%, 
denoting a relative improvement of 14.29%.  For 10 images 
per category, the accuracy ascended from 23.4% to 24.2%, 
marking a modest growth of 3.42%.  When provided with 20 
images per category, the model accuracy improved from 
28.2% to 31.2%, constituting a relative gain of 10.64%.  
Moreover, the accuracy exhibited a substantial surge of 
19.24%, improving from 34.3% to 40.9% when tested with 
100 images per category. 

The CIFAR-100 dataset, although more complex, still witnessed 
improvements in accuracy with our methodology.  For 5 images per 
category, accuracy augmented from 14.6% to 18.2%, marking 

an improvement of 24.66%.  When 10 images per category 
were used, a significant leap in accuracy was observed, from 
16.4% to 29.5%, translating to an outstanding improvement 
of 79.88%.  For 20 images per category, accuracy rose from 
18.2% to 21.8%, implying a relative growth of 19.78%.  
Lastly, for 100 images per category, the model’s accuracy 
improved from 24.5% to 27.6%, denoting an enhancement of 
approximately 12.65%. 

The results emanating from this study underscore the 
effectiveness of our proposed methodology.  The results 
reveal consistent improvements in classification accuracy 
across MNIST and CIFAR-10 datasets.  Even in the more 
complex CIFAR-100 dataset, our methodology continued to 
show efficacy, indicating its robustness in diverse and 
challenging contexts.  The observed anomalous reduction in 
accuracy for MNIST with 100 images per category, however, 
suggests the need for an in-depth investigation into the 
intricate dynamics at play and potential refinement of the 
method for better performance. 

In summary, our methodology exhibits a commendable 
potential to enhance the performance of image classification 
models, particularly when dealing with datasets that offer 
limited images per category.  Future directions of this research 
will focus on dissecting the unexpected result observed with 
MNIST (100 images per category), and broadening the 
applicability of our methodology across other datasets of 
varying complexity. 

 
4 Discussion and Conclusions 

The proposed methodology, conceived to address the 
challenge of improving classification accuracy with a 
restricted number of training datasets, was rigorously 
evaluated on a series of established open-access datasets, 
namely MNIST, CIFAR-10, and CIFAR-100.  Our 
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methodology employs an amalgamation of deep learning 
algorithms, image augmentation or Generative Adversarial 
Networks (GANs), and if the results from these steps are 
insufficient, quality determination is performed via the latent 
space of an autoencoder. 

An inherent limitation of this approach is its dependence on 
the hypothesis that the autoencoder can accurately capture the 
true distribution of images within the dataset.  This 
assumption may not stand in scenarios involving complex 
datasets or datasets containing outliers not well represented by 
the autoencoder.  Additionally, the quality determination 
phase operates under a predetermined threshold to segregate 
high-quality from low-quality images, which may not 
universally hold for all datasets. 

The empirical results from our methodology, although 
tested on smaller datasets, have been promising.  The most 
substantial improvements were observed for datasets with 
smaller quantities of training images.  For instance, with just 
five images per category in the CIFAR-100 dataset, we 
observed an improvement of approximately 24.66%, 
increasing the accuracy from 14.6% to 18.2%.  When the 
model was trained with 10 images per category, the accuracy 
escalated from 16.4% to a notable 29.5%, translating to an 
outstanding improvement of nearly 80%.  This highlights the 
efficacy of our methodology in scenarios with limited training 
data. 

However, the observed anomalous reduction in accuracy 
for the MNIST dataset with 100 images per category, 
dropping by 2.36% from 25.4% to 24.8%, prompts further 
investigation.  This indicates that while our methodology is 
potent in scenarios with limited data, its performance may 
vary in cases where a larger pool of training images is 
available. 

Further exploration into the effectiveness of our 
methodology on larger, more complex datasets is necessary.  
As the greatest improvements were observed for datasets with 
smaller numbers of training images, it remains to be seen how 
the methodology would perform when the number of training 
images increases significantly.  This highlights the need for 
further research into the methodology’s scalability and its 
performance with larger, more complex datasets. 

In conclusion, the proposed methodology provides a robust 
and efficacious strategy for bolstering classification accuracy 
in scenarios where the number of training images is limited.  
Despite its reliance on certain assumptions and pre-set 
thresholds, it shows a consistent trend of enhancing 
classification accuracy across various datasets.  Further 
studies are warranted to explore its effectiveness with larger 
datasets and more complex image distributions, which could 
potentially unlock its full potential and extend its 
applicability. 
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