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Abstract 

 
The adoption of cyber security technology has become an 

urgent challenge, particularly in the context where 
manufacturing enterprises increasingly rely on connectivity 
technologies and digitalization processes to enhance operational 
efficiency.  However, the adoption of cybersecurity solutions 
poses numerous risks that require identification and assessment.  
This research aims to pinpoint the risks associated with the 
effective adoption of cybersecurity solutions in manufacturing 
business operations and employs the Analytic Hierarchy Process 
(AHP) for risk evaluation.  The analysis results provide 
profound insights into investment priorities for cybersecurity 
technology and mitigation strategies within the manufacturing 
industry.  The study focuses on analyzing risks related to 
strategy, organization, technology, finance, and human factors.  
This research contributes to existing knowledge by addressing 
risks in cybersecurity adoption within the manufacturing sector.  
These findings offer practical guidance for manufacturing 
organizations seeking to enhance the effectiveness of their 
cybersecurity deployment, allowing them to safeguard critical 
assets, ensure uninterrupted production processes, and protect 
sensitive information. 

Key Words:  Cybersecurity, risk management, 
manufacturing industry, average analytic hierarchy process, 
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1 Introduction 

 
The manufacturing industry has progressively embraced 

digital technologies and interconnected systems, offering huge 
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opportunities for growth and efficiency.  But this shift to 
digitalization also brings threats and risks, particularly 
concerning cybersecurity (Volberda et al., [38]).  Protecting 
vital assets, sensitive data, and guaranteeing uninterrupted 
production processes are crucial considerations as industrial 
businesses adopt Industry 4.0 technologies and digitize their 
operations (Ahmed et al., [1]).  Given the potential ramifications 
of successful attacks on the industry’s infrastructure and 
operations, the need to protect against cyber threats has never 
been more critical (Gunduz & Das, [18]). 

As the business environment grows more complex concerning 
cybersecurity, risks in the manufacturing industry also increase 
(Yeboah-Ofori & Islam, [43]).  Attackers continually develop 
new techniques to circumvent defenses as new technologies 
emerge and current ones are improved [45]).  
Due to the dynamic nature of cyber threats, cyber security 
actions must be continuously monitored, updated, and adjusted 
(Brass & Sowell, [10]), placing pressure on resources and 
making it important for organizations to be on full alert. 

The manufacturing industry is increasingly aware of the 
importance of cybersecurity (Ani et al., [6]; Wells et al., [39]).  
However, previous studies have often provided generalized 
approaches and have sometimes overlooked the complexities of 
securing industrial control systems, supply chains, and sensitive 
data within this industry (Cheung et al., [12]; Knowles et al., 
[23]; Raimundo & Rosário, [27]).  While the body of 
cybersecurity literature grows, there remains a pressing need for 
more comprehensive research to examine the complexities and 
risks associated with implementing strong cybersecurity 
technologies.  Specifically, there is a critical need to further 
investigate the unique risks that the manufacturing sector faces. 

This research study aims to fill this important gap by 
analyzing the adoption of cybersecurity technologies in the 
manufacturing industry.  To assess and prioritize risks when 
adopting cybersecurity technologies, the Average Analytic 
Hierarchy Process (AHP) method has been employed.  The 
study analyzes over 25 sub-risks affecting the adoption of 
cybersecurity solutions in manufacturing firms.  The findings 
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reveal that organizational risks are the most critical, followed by 
strategy, technology, finance, and human risks.  The Average 
AHP methodology enables a quantitative examination of the 
importance and impact of each risk, providing useful 
information regarding priorities for cybersecurity investments 
and mitigation solutions.  

This research makes significant contributions to the field of 
cyber security adoption within manufacturing enterprises.  In an 
era where manufacturing increasingly relies on connectivity 
technologies and digitalization to boost operational efficiency, 
the pressing challenge of cybersecurity adoption looms large.  
To address this challenge, we aimed to pinpoint and assess the 
inherent risks in adopting cybersecurity solutions within the 
manufacturing sector, employing the Analytic Hierarchy 
Process (AHP) for precise risk evaluation. 

The paper provides a literature review in Section 2 followed 
by research methodology in Section 3.  A detailed explanation 
of the results is included in Section 4.  Finally, the discussion 
and conclusion are presented in Section 5.  

 
2 Literature Review 

 
The adoption of cybersecurity technology is critical for 

organizations to protect their digital assets and sensitive data in 
an increasingly interconnected world.  However, this process 
has challenges, as various risks can hinder its successful 
implementation.  This literature review explores key research 
areas related to the identification and assessment of risks that 
organizations face during the adoption of cybersecurity 
technologies. 

Several research studies have been conducted to investigate 
the risks that firms experience while adopting cybersecurity 
measures.  One primary challenge is the technical complexities 
associated with implementing cybersecurity solutions.  
Research by Yan et al. [42] highlights that organizations often 
encounter difficulties in integrating these technologies 
seamlessly into their existing IT infrastructure, leading to 
compatibility issues and potential disruptions (Kimani et al., 
[22]).  Financial considerations play a significant role in 
cybersecurity technology adoption.  The financial burden 
includes initial implementation costs and ongoing maintenance 
(Argaw et al., [17]; Kabanda et al., [20]).  Regulatory 
requirements and compliance standards can limit technology 
adoption. Brass & Sowell [10] discuss the challenges 
organizations encounter in aligning cybersecurity technologies 
with evolving regulatory frameworks, emphasizing the need for 
continuous monitoring and adaptation.  A shortage of skilled 
cybersecurity professionals can hinder technology adoption 
efforts. Ghobakhloo et al. [17] highlight the importance of 
addressing the skills gap and ensuring organizations have the 
expertise required for effective technology deployment.  The 
literature highlights a range of challenges and risks 
organizations encounter during the adoption of cybersecurity 
technologies.  Understanding and addressing these risks is 
essential for successful technology implementation and 
improved cybersecurity posture. 

Despite some existing research on risk assessment in the 
adoption of cybersecurity technology, there is a need for a 
comprehensive study that identifies and evaluates the full 
spectrum of key risks and sub-risks, transcending beyond the 
realms of finance, technology, or human factors.  As a result, 
the purpose of this study is to identify and thoroughly analyze 
these risks using the research methodology presented by Kabra 
et al. [21], originally used to highlight challenges in the 
implementation of digital technologies. 

The Analytical Hierarchy Process (AHP) is a well-known 
decision-making process that offers a systematic strategy for 
evaluating difficult situations with various criteria (Albayrak & 
Erensal, [4]).  In the context of the risks associated with 
implementing cybersecurity technology in the manufacturing 
business, AHP provides a useful framework for quantitatively 
measuring the relative relevance of various risks.  Discussing 
with experts and using AHP enables developing a prioritized list 
of risks, helping manufacturers allocate resources to the most 
critical issues.  AHP is especially useful for evaluating problems 
in Information and Communication Technology (ICT) 
applications because it gives you a structured way to figure out 
how important these problems are based on several criteria 
(Kabra et al., [21]).  However, a scarcity of research utilizing 
the Analytical Hierarchy Process (AHP) method for the analysis 
of cybersecurity implementation issues persists. 

 
3 Research Methodology 

 
This study utilizes the Average Analytic Hierarchy Process 

(AAHP) method to evaluate and prioritize the key risks 
influencing cybersecurity technology adoption in 
manufacturing enterprises. 

 
3.1 Risk Identification  

 
An extensive literature review of scholarly articles was first 

conducted to identify an initial set of cybersecurity adoption risk 
factors.  These were mapped to the framework proposed by 
Kabra et al. [21] which categorizes risks into strategic, 
organizational, human, financial, and technological categories.  
Additional relevant risks were added based on the literature. 

Input from a panel of 10 subject matter experts was then 
gathered through interviews to validate and refine the identified 
risks.  The experts included CEOs of IT services companies, 
manufacturing company IT department heads, and university 
professors specializing in cybersecurity and information 
systems.  Their insights helped modify the risk framework and 
ensure its applicability to the manufacturing sector. 

 
3.2 AHP and Average AHP  

 
Analytic Hierarchy Process (AHP) is a Multi-criteria de-

cision-making (MCDM) technique proposed by (Wind & Saaty, 
[41]), which involves pairwise comparisons of multiple criteria 
to determine their relative importance.  The AHP approach 
applied in this research consists of the following main steps: 
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- AHP Model Development:  a hierarchical model was 
developed with the overall goal of evaluating 
cybersecurity adoption risks at the top level.  The next 
level consisted of the 5 main risk categories.  The lowest 
level contained the 25 sub-risk factors identified through 
the literature review and expert input. 

- Pairwise Comparison Matrices:  A questionnaire was 
designed to gather expert assessments of the relative 
 importance of risks through AHP pairwise 
comparisons.  Utilize a scale ranging from 1 (equal 
importance) to 9 (significantly more important) for this 
purpose and gather the resulting data. 

- The eigenvector method was utilized to calculate the 
local weights of the sub-risks from the comparison 
matrices (Wind & Saaty, [41]).  Global weights were 
obtained by multiplying local weights by the weights of 
their parent criteria. 

- Consistency Verification:  The consistency ratio (CR) 
was calculated to verify judgment consistency.  CR ratios 
exceeding 0.10 indicated inconsistent comparisons.  Any 
inconsistent matrices were discarded. 

These steps will enable the calculation of weights for criteria, 
sub-criteria, and options based on the results of pairwise 
comparisons.  In this research, we suggested the percentage 
scale (from 1 to 9) for the pair-wise comparison shown in Figure 
1. 

AHP comparison tables are generated for each expert to 
compute the relative weights of criteria, which are referred to as 
AHP values.  If there are numerous experts (n experts), each 
expert’s assessment (AHPEi) is performed, and the average 
AHP value of the experts (A(AHP)) is determined using the 
arithmetic mean, as shown in Equation (1). 

( ) =

 (1) 

The AAHP risk weights were analyzed to determine priorities 
for cybersecurity adoption.  A higher weight indicates a higher 
priority risk factor.  This AAHP methodology enables a 
quantitative, systematic multi-expert evaluation of the key 
cybersecurity adoption risks for manufacturing enterprises. 

4 Results 

4.1 Identifying Challenges in Cyber Security Solutions 
Adoption 

 
This study created a multi-hierarchical structure of 

cybersecurity adoption risks based on the technological 
adoption challenges stated by (Kabra et al., [21]).  This was 
strengthened by incorporating recent literature insights and 
input from ten experts, including IT company CEOs, 
manufacturing IT managers, and ICT professors.  The risks 
associated with cyber security technology advice will be 
classified into two tiers, as shown in Table 1. 

4.2 Prioritization of the Cybersecurity Solutions Adoption 
with A(AHP) 

The A(AHP) questionnaire was designed for evaluating and 
prioritizing the five key risk factors and their related sub-factors.  
As previously stated, data was gathered using the A(AHP) 
questionnaire.  The survey included the participation of ten 
cybersecurity experts.  The experts were instructed to use 
numerical scales ranging from 1 to 9 while making their choices 
to assess the priority of implementing cybersecurity . The 
questionnaire, which included a decision-making process and 
paired comparisons, took each participant between forty and 
fifty minutes to complete.  Table 2 shows an example of paired 
criterion comparisons for a specific target defined by expert 
No.1.  Meanwhile, Figure 1 depicts the attribution of importance 
on a scale of 1 to 9.  As transversal values, the reciprocal values 
of these significance ratings were employed (aij = 1/aji).  
According to Expert No. 1, Strategy was three times more 
significant than Organization, providing a transversal value of 
one-third. Organization, on the other hand, was deemed three 
times less significant than Strategy, resulting in a reciprocal 
ratio of aij = 1/aji. 

We meticulously developed a pairwise comparison matrix for 
the numerous risk variables in Table 3.  This matrix was 
generated by dividing each element within it by the total of its 
column values.  To better demonstrate this technique, consider 
an individual item in the matrix, such as 0.560.  This number 
was calculated by dividing 1 (from Table 2) by the cumulative 
sum of column values for that specific entry, which is the sum 
of 1.00, 0.33, 0.11, 0.14, and 0.20, for a total of 1.79 (from Table 
2). 

 
 

 

Figure 1: Shows the percentage scale (1–9) for pair-wise comparisons 
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Table 1:  Identification of risk factors from the previous literature 
Criteria Sub-risks Relevant studies

Main risks Strategic risks Gcaza & von Solms [16]
Organizational risks Kabanda et al. [20]
Human risks Bowen et al. [9]
Financial risks Kabanda et al. [20]
Technological risks De Bruijn & Janssen [13]

Strategy 
(S) 

 

Lack of policies to adopt technology Stewart & Jürjens [32]
Inadequate policy awareness and support from the government Kraemer et al. [24] 
Lack of management vision Tsohou et al. [37]
Lack of cross-organization development program Zissis & Lekkas [44]
Lack of supply chain understanding Yeboah-Ofori & Islam [43]

Organization 
(O) 

 

Conflicting short-term focus goal-oriented culture Zissis & Lekkas [44]
Not inviting end-user input Zissis & Lekkas [44]
Lack of cybersecurity personnel Szczepaniuk et al. [33]
Lack of pressure from other organizations Singh & Alshammari [30] 
Lack of transparency in the utilization of funds Sirisha et al. [31]

Human  
(H) 

 

Lack of skills to use cybersecurity solutions Tam et al. [34]
Lack of education and training for the employees Akter et al. [2]
Lack of benchmarking about the knowledge of cybersecurity solutions Holstein et al. [19] 
Workforce resistance to change P. Kumar et al. [26] 
Lack of motivation to use cybersecurity solutions Wessels et al. [40]

Finance  
(F) 

 

Donor’s support Chang & Coppe [11]
Lack of funds for investment in technology Fielder et al. [15]
High Cost Alsuwian et al. [5]
Competition for funding Balon & Baggili [8]
Fundraising expenses Eusanio & Rosenbaum [14]

Technology 
(T) 

Lack of awareness about exact technological solutions Alahmari & Duncan [3] 
Lack of cybersecurity solutions enabling infrastructure A. Kumar [25]
Lack of customization Alahmari & Duncan [3] 
Frequent updates of technology Tawalbeh et al. [35] 
Incompatibility in cybersecurity facilities linked with different organizations Ani et al. [6]

 

 
Table 2: Pairwise comparison matrix of expert No. 1's decision criteria (Risk factors) with 

respect to the goals 

Table 3:  Priorities of main risk factors 

Criteria S O H F T
S 1.00 3.00 9.00 7.00 5.00
O  0.33 1.00 7.00 5.00 3.00 
H 0.11 0.14 1.00 0.33 0.20 
F 0.14 0.20 3.00 1.00 1.00 
T 0.20 0.33 5.00 1.00 1.00 

S O H F T Weight Rank 
S 0.560   0.642 0.360 0.488  0.490 0.508  1 
O 0.187   0.214 0.280 0.349  0.294 0.265  2 
H 0.062   0.031 0.040 0.023  0.020 0.035  5 
F 0.080   0.043 0.120 0.070  0.098 0.082  4 
T 0.112   0.071 0.200 0.070  0.098 0.110  3 
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After completing the matrix computation, we calculated the 
row averages, which are critical in calculating the Eigenvectors 
or relative weights of the criterion, in this case, the risk factors 
listed in Table 3.  To illustrate, consider the relative importance 
of a strategic problem.  This weight was determined by adding 
the numbers in each row, namely 0.560, 0.642, 0.360, 0.488, and 
0.490, and then dividing the total number of challenge elements 
or criteria, which in this case is 6.  As a consequence, a strategic 
challenge's relative weight was judged to be 0.508.  In this 
manner, we meticulously established a framework for assessing 
the significance and relative importance of various risk factors, 
providing a valuable tool for decision-makers and experts in the 
field to prioritize and address these factors effectively. 

We employed Saaty [29] criteria to evaluate the consistency 
of the comparison matrix, and in doing so, we determined both 
the Consistency Index (C.I.) and the Consistency Ratio (C.R.).  
The C.I. was computed using the formula C.I. = (max - n) / (n - 
1), where ‘max’ represents the largest eigenvalue of the pairwise 
comparison matrix, and 'n' is the number of criteria being 
compared.  This was a crucial step in ensuring the validity of 
our assessment.  Furthermore, the C.R. was determined by 
dividing the C.I. by the Random Consistency Index (R.I.), which 
is a pre-established value.  For a five-by-five matrix, the 
appropriate R.I. value is set at 1.12, as indicated in Table 4 for 
reference.  In our evaluation, it was imperative to consider that 
an assessment is deemed satisfactory if the C.R. does not exceed 
the threshold of 0.10 (10 percent), as stipulated by Saaty [29].  
With these procedures in mind, we meticulously calculated the 
C.R. using the prescribed technique, and the resulting C.R. was 
found to be 0.072348987.  This value did not surpass the 0.10 
(10 percent) criterion.  Consequently, we can conclude that the 
judgments provided by the experts were relatively consistent, 
instilling confidence in the appropriateness of these criteria for 
making informed decisions. 

Ten experts utilized the A(AHP) approach to assess each of 
the adoption risks in Table 1 to itself.  The average score was 
used to establish the priority of each adoption risk level, as 
indicated in Table 5.  The arithmetic mean of the experts' 
A(AHP) values was used to get the AAHP value.  To show, the 
average AHP of the strategic risk in the table was determined by 
adding the rows (0.508+ 0.508+ 0.529+ 0.264 + 0.035 + 0.070 
+ 0.508 + 0.260 + 0.278 + 0.236), providing a result of 0.320 
and placing second.  Table 6 highlights the findings of all risk 
factors' priority, including major and sub-risks. 

 
5 Discussion 

 
The primary objective of this study was to identify and assess 

the key risks influencing the adoption of cybersecurity 
technology.  After conducting an extensive review of the 
literature on cybersecurity adoption risks, a total of 25 risk 
factors were identified.  Subsequently, a survey was designed to 
gather input from professionals regarding the impact of these 
risks.  An Analytic Hierarchy Process (AHP) model was 
constructed to analyze the data.  

The AHP analysis revealed that among the main criteria, 
organizational risks emerged as the most significant challenges 
in the adoption of cybersecurity solutions.  Within 
organizational risks, the absence of pressure from external 
organizations mandating the use of cybersecurity is a high-
ranked risk factor that can delay this process.  This outcome 
suggests that the lack of external pressure may lead to a reduced 
sense of urgency in adopting cybersecurity solutions.  
Additionally, insufficient motivation from peer organizations 
can undermine the prioritization and importance of 
cybersecurity implementation.  These findings align with the 
research by Kabanda et al. [20], who highlight that external 
factors play a reinforcing role in the limited adoption of 
cybersecurity practices.  

 
 
 

Table 4: Average random consistency index (R.I.)

 

 

 

Table 5: Average of the AHP values of the experts for major risks 

 

n 1 2 3 4 5 6 7 8 9 10
R.I 0.00 0.00 0.58 0.90 1.12 1.24 1.32 1.41 1.45 1.49
n 11 12 13 14 15    
R.I 1.51 1.48 1.56 1.57 1.58    

 Criteria weights
 RES 1 RES 2 RES 3 RES 4 RES 5 RES 6 RES 7 RES 8 RES 9 RES 10 Average Rank
SR 0.508 0.508 0.529 0.264 0.035 0.070 0.508 0.260 0.278 0.236 0.335 2 
OR 0.265 0.264 0.185 0.505 0.503 0.502 0.264 0.503 0.410 0.448 0.374 1 
HR 0.035 0.070 0.038 0.137 0.068 0.039 0.070 0.035 0.064 0.069 0.061 5 
FR 0.082 0.038 0.077 0.045 0.134 0.223 0.038 0.068 0.098 0.101 0.088 4 
TR 0.110 0.120 0.170 0.049 0.260 0.166 0.120 0.134 0.150 0.147 0.141 3 



IJCA, Vol. 30, No. 4., Dec 2023 445

Table 6:  Average of the AHP values of the experts for major risks 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

In contrast to research focused on technology usage in 
manufacturing, one of the significant implementation barriers is 
related to financial or strategic risks (Kabra et al., [21]).  
Nonetheless, the current investigation indicates that financial 
challenges are ranked as only the fourth most significant.  This 
suggests that the market provides a wide range of cybersecurity 
solutions, indicating that financial limitations may not serve as 
a major impediment for businesses when it comes to adopting 
these solutions.  Most surprisingly, risks associated with human 
factors are considered the least prioritized which contradicts the 
findings of (Triplett, [36]), who highlighted humans as the 
weakest link in data security.  Triplett identified specific 
careless and unintentional behaviors that were made worse by 
the lack of awareness among both leaders and employees. 

In terms of technical risks, the findings of this study closely 
reflect previous studies undertaken in developing-country small 
and medium-sized firms (SMEs).  Frequent updates of 
technology are ranked as the number one criterion in assessing 
technological risks.  SMEs generally use simpler systems and 
infrequently update software and technology, which may make 
it difficult to implement rigorous protections (Rawindaran et al., 
[28]).  

 
6 Conclusions, Limitations and Future Work 

 
In conclusion, this study has shed light on the critical risks 

influencing the adoption of cybersecurity technology in 
organizations.  Through an extensive literature review and a 

Criteria Weights Ranks
Main Factors  
Strategic Risk 0.320 2
Organizational Risk 0.385 1
Human Risk 0.062 5
Financial Risk 0.090 4
Technological Risk 0.143 3
Sub-Challenge Factors (Strategic)  
Lack of policies to adopt technology 0.162 4
Inadequate policy awareness and support from government 0.095 5
Lack of management vision 0.208 3
Lack of cross-organization development program 0.285 1
Lack of supply chain understanding 0.249 2
Sub-Challenge Factors (Organizational)  
Conflicting short-term focus goal-oriented culture 0.218 2
Not inviting end-user input 0.153 5
Lack of cybersecurity personnel 0.205 3
Lack of pressure from other organizations 0.224 1
Lack of transparency in the utilization of funds 0.200 4
Sub-Challenge Factors (Human)  
Lack of skills to use cybersecurity 0.257 2
Lack of education and training to the employees 0.169 4
Lack of benchmarking about the knowledge of cybersecurity 0.179 3
Workforce resistance to change 0.273 1
Lack of motivation to use cybersecurity 0.122 5
Sub-Challenge Factors (Financial)  
Donors support 0.205 2
Lack of funds for investment in technology 0.345 1
High Cost 0.115 5
Competition for funding 0.150 4
Fundraising expenses 0.185 3
Sub-Challenge Factors (Technological)  
Lack of awareness about exact technological solutions 0.226 2
Lack of cybersecurity enabling infrastructure 0.178 4
Lack of customization 0.145 5
Frequent updates of technology 0.261 1
Incompatibility in cybersecurity facilities linked with different organizations 0.190 3
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comprehensive survey, we identified 25 key risk factors and 
employed the AAHP to analyze their significance.  Our findings 
highlight that organizational risks specifically the lack of 
external pressure mandating cybersecurity and the absence of 
motivation from peer organizations, pose significant challenges 
in the adoption of cybersecurity solutions.  These results 
underscore the importance of external influences in shaping 
cybersecurity practices within organizations. 

While this study provides useful insights into cybersecurity 
adoption risks, some limitations exist.  Firstly, the sample of 
experts consulted was small at only 10 participants.  A larger 
and more diverse expert panel could validate the results further.  
Secondly, the study focused solely on the manufacturing 
industry.  Expanding the research across other sectors could 
reveal additional risks and challenges.  Finally, the AHP 
technique has some shortcomings in terms of potential 
inconsistencies.  Utilizing other multi-criteria decision-making 
methods like ANP could strengthen the analysis. 

According to the findings, the pressure from external 
organizations is insufficient to persuade manufacturing 
enterprises to embrace cybersecurity solutions.  Future 
investigations should further examine the role of external 
pressures from organizations and stakeholders in driving the 
urgency of implementing cybersecurity solutions.  Furthermore, 
a shortage of funds for technological investment is viewed as a 
risk factor impacting this process.  As a result, the 
recommendation for future study is to concentrate on solutions 
that may have a greater impact on focused companies and to 
give financing assistance to manufacturing organizations to 
improve cybersecurity in the present digital environment.  
Additionally, investigating differences in risk priorities across 
company sizes and developing vs. developed countries could 
provide more nuanced insights.  Lastly, strategies for fostering 
collaboration among peer organizations to collectively elevate 
the importance of cybersecurity implementation and facilitate 
the sharing of best practices should be considered. 
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