
76 IJCA, Vol. 32, No. 1, March 2025

Arabic Text Summarization using transformer-based architectures

Karim Morsi*
Faculty of computer and information science, Ain-Shams University

Fatma najib†

Faculty of computer and information science, Ain-Shams University

Wedad Hussein‡

Faculty of computer and information science, Ain-Shams University

Rasha Ismail§

Faculty of computer and information science, Ain-Shams University

Abstract

Text summarizing is one of the most challenging tasks in
natural language processing (NLP). This task is addressed in
a large number of research projects and papers in the literature,
but most of them focused on English language. Few studies
are dealing with the complex Arabic language. Pre-trained
Transformer-based language models have shown remarkable
efficacy in addressing problems associated with text generation
and natural language processing in recent times. However, there
has not been much research on applying these models to Arabic
text production. This study focuses on the implementation
and fine-tuning pre-trained transformer-based language model
structures for Arabic abstractive summarization, including
AraBERT, mBERT models, and AraT5. We applied mBERT
and AraBERT in the context of text summarization using
a BERT2BERT-based encoder-decoder model. ROUGE
measurements and manual human evaluation have been used to
test the suggested models. Our models are trained and tested
using XL-Sum Dataset of 46897 high-quality text-summary
pairs. Their performance on out-of-domain data was also
compared. We found that AraT5 outperforms AraBERT and
mBERT Models, suggesting that a pre-trained Transformer
with encoder-decoder functionality is more suited for text
summarization. Moreover, AraT5 achieve high performance on
out-of-domain dataset and received higher accuracy ratings in
human evaluations compared to other models.
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1 Introduction

It becomes more difficult to quickly and accurately extract
important information from texts due to the massive volume
of digital text data generated every day [1]. Moreover,
automatic text summarizing is important for many applications.
It improves the process of retrieving important data from
digital documents through the use of advanced filtering
techniques, making it easier to find embedded knowledge in
these materials. Additionally, this technology helps manage
the enormous amount of textual material that is accessible.
Document summarizing helps to overcome the challenges
caused by the huge amount of information on the Internet
by reducing, organizing, and retrieving information as needed
[2]. Additionally, there are several useful applications for
text summarizing, such as compressing articles for online
publications, optimizing search engine rankings, and making
theses and research papers easier to understand. It is also helpful
in creating systems for organizing and screening information
sources so that only relevant information is taken out of
them. Because of its flexibility, text summarization is a useful
technique for increasing productivity in a variety of fields and
speeding information access.

The extractive and abstractive approaches constitute the two
primary types of automated text summarization [3]. The final
sentences generated by summaries that only use content that has
been extracted contain words or phrases that were taken from
the original text. This method is called extractive summary [4],
whereas abstractive summarization uses linguistic approaches
to comprehend the text and compressed its essential concepts
[3]. Depending on the particular needs of the assignment, these
strategies are applied in different applications and accommodate
alternative methodologies for producing summaries.

It’s clear that the field of text summarization has focused
mainly on the English language, but dealing with the Arabic
language’s complexity presents significant challenges. Arabic
has special difficulties because of its complex morphology,
diglossia, and diversity of dialects. Compared to English,
automatic summarization in Arabic is a more difficult to
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apply because of these linguistic features. Moreover, the
vast majority of text summarization systems currently in use,
including those for Arabic, depend on extractive summary
strategies. In particular in the Arabic context, abstractive
summarization is less frequent. However, the reality that
Arabic is the official language of 22 countries and is spoken by
over 300 million people shows how important it is to address
these issues in Arabic text summarization [2, 5]. Effective
Arabic summarization systems are becoming more and more
necessary in order to support the efficient processing and
retrieval of information in the Arab-speaking world. The
significance of developing text summarizing methods specific
to the Arabic language’s varied requirements and distinctive
linguistic characteristics is being acknowledged by researchers
and developers [6].

Text translation [7], sentiment analysis [8], text
summarization, and other critical tasks have recently shown
significant improvements caused by deep learning techniques
[9]. Moreover, using large datasets to enhance performance is a
key component of deep neural network applications [10]. The
encoder-decoder model’s sequence-to-sequence structure serves
as the foundation for the new text summarizing techniques. The
encoder and decoder are the two components of this paradigm.
The encoder changes the hidden states in accordance with
each new token it gets from the input sequence at each step.
Regardless of the length of the input, the encoder creates a
context vector representing the input sequence when it reaches
the final token in the sequence. The context vector is the
final hidden state to be established before the decoder. The
decoder is started with 〈SOS〉 token, and context vector from
the encoder as a first hidden state is used to start it. The decoder
is taught to generate a new sequence with a predetermined
length. By providing the previously created word, the device
creates a new word from the vocabulary each time [10, 11].
As seen in Figure 1, the start token 〈SOS〉 [12] is supplied
to the decoder along with the encoder’s final hidden state.
Numerous NLP applications, including machine translation
and text summarization, have made use of this approach. A
sentence in specific language is the input sequence for machine
translation, while the output sequence is the same statement in
a different language. In contrast, the document that has to be
summarized is the input sequence in text summarization, and
the summary itself is the output sequence [12, 13].

The traditional sequence-to-sequence (seq2seq) model faces
a challenge in summarizing lengthy input sequences by
compressing them into a single fixed-size ”context vector”. This
method often struggles to capture all essential details, especially
in longer sequences.

attention mechanism allows the model to selectively highlight
important parts of the input sequence when generating each
part of the output sequence as shown in Figure 2, By
dynamically assigning significance scores to different segments
of the input sequence during decoding, applying encoder
hidden states, the attention mechanism enables the model to
better understand the relevance of individual elements. This

Figure 1: Sequence-to-sequence model.

Figure 2: Sequence-to-sequence with attention.

adaptability helps in focusing on important information within
longer input sequences, significantly improving the model’s
accuracy and performance in tasks like machine translation and
summarization [13].

Attention processes come in two varieties, such as local
and global attention. The context vector’s derivation method
determines how they vary from one another. The attended
context vector in global attention is derived from all of the
encoder’s hidden states, whereas in local attention it is derived
from a limited number of encoder hidden states [13].

The Transformer model architecture was introduced in recent
years, which has allowed for performance benefits over RNN-
based designs [14]. Additionally, a fresh approach known as
transfer learning has surfaced and grown rapidly to take the
lead in deep learning model training and application. Using
a self-supervised training goal, the model is pre-trained on
a vast quantity of data in the first phase of this technique.
Using a supervised data set, the model is then fine-tuned on a
downstream job in the second phase [15].

We used the XL-Sum dataset to fine-tune the pre-
trained models mBERT, AraBERT, and AraT5 in this study.
Additionally, mBERT and AraBERT have been fine-tuned
using the BERT2BERT architecture. ROUGE measures were
employed together with manual human evaluation to evaluate
the performance of the suggested models. Their results on a test
set outside of their field of study were also compared.

The rest of the paper is organized as follows. Section 2
discusses the related studies to our work. The methodology of
the proposed work is presented in section 3. Section 4 presents
the setup of our experiments. Results are discussed in section 5.
Section 6 introduces the conclusion of the paper.
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2 Related works

This section presents recent studies on Arabic abstractive text
summarization. We will concentrate on the studies that used the
Transformer architecture in addition to the ones that used the
RNN-based sequence-to-sequence model.

It has been shown by several recent studies that transfer
learning produces state-of-the-art outcomes on nearly all NLP
tasks [16]. This shows that the skills acquired through neutral
unsupervised learning may be effectively applied to challenges
that come after. The NLP community has recently seen an
increase in the use of big pre-trained models that have used this
methodology as a result of its success [17, 18].

The Transformer-based pre-trained models and RNN-based
architecture have not been widely used in Arabic-language
works [19].[20] have improved mBERT [21], mBART-50 [22],
and AraBERT [23] for cross-lingual Arabic abstractive text
summarization, and found that AraBERT produces the lowest
result of any of their other suggested models. AraT5 has also
been improved by [24] for Arabic abstractive summarization
multi-sentence.

In [19] they provided a comprehensive comparative analysis
between RNN-based and Transformer-based architectures,
specifically, mBERT, AraBERT, AraGPT2, and AraT5, which
are well-known for their ability to understand and produce
Arabic text for tasks requiring abstractive summarization.
Their paper involved a sizable Arabic summarization dataset,
contains 84,764 high-quality text-summary pairs, serving as
both training and evaluation data. To combat potential
under-fitting, an additional dataset of 280,000 examples was
incorporated, leading to the improvement and enhancement of
models, denoted as ”Seq2Seq-LSTM+” and ”Transformer+”.
Notably, these ”+” variants, trained on the expanded dataset,
shown improved performance. Achieving F-scores of 33.04
for Seq2Seq-LSTM, 32.12 for Transformer, 37.57 for Seq2Seq-
LSTM+, and notably higher scores of 39.61 for Transformer+,
42.96 for mBERT2-mBERT, 40.48 for AraGPT2, 44.02 for
BERT2BERT, and the highest of 46.87 for AraT5 using
ROUGE-L.

A hybrid approach was developed for Arabic summarization
by combining a transformer-based model with a Modified
Sequence-To-Sequence (MSTS) framework [25]. (MSTS)
model involves the incorporation of three encoder layers,
specifically input layer, sentence layer, and named entity
recognition layers, aimed at improving the summarization
process. They used global attention mechanism and AraVec
for embedding and building a new dictionary to cover the
word that not included in AraVec. This innovative strategy
involves enhancing the MSTS model. By selectively choosing
and rearranging text fragments, the model generates extractive
summaries. Subsequently, the transformer-based mechanism
refines these extractive summaries, transforming them into
abstractive summaries. The HASD (Arabic Summarization
Dataset) was introduced as a novel benchmark dataset and
the existing extractive EASC benchmark was modified by

incorporating abstractive summaries into each text. To
evaluate the quality of abstractive summaries, they proposed
a new evaluation metric termed the Arabic-ROUGE measure.
This metric evaluates vocabulary and structural similarity
of abstractive summaries, emphasizing their coherence and
linguistic essence.

In contrast, however, the study presented by [26] proposed
abstractive summarization system used a sequence-to-sequence
(seq2seq) model enhanced with different recurrent neural
network (RNN) architectures, which are Gated Recurrent Units
(GRU), Long Short-Term Memory (LSTM), and Bidirectional
LSTM (BiLSTM). Both the encoder and decoder components
integrated global attention mechanisms, allowing the model
to focus on relevant parts of the input during encoding and
decoding. To enhance the understanding of Arabic words and
achieve improved performance, the AraBERT preprocessing
stage was incorporated into the model pipeline. Furthermore,
a comparative study was conducted between two Word2Vec
models, skip-gram and continuous bag of words (CBOW). The
study showed that employing a Bidirectional LSTM (BiLSTM)
architecture, consisting of three hidden layers, and integrating
AraBERT preprocessing led to superior performance results.
This finding suggests the advantage of the BiLSTM architecture
in conjunction with AraBERT preprocessing for enhancing the
abstractive summarization of Arabic text. They used the Arabic
Headline Summary (AHS) and the Arabic Mogalad Ndeef
(AMN) datasets.

An extractive summarization system was introduced in [27]
.The initial phase involved organizing an Arabic text into a
graph format, where sentences act as nodes connected by
edges representing similarity. Using cosine similarity, sentences
exceeding a set threshold were linked, creating a highly
interconnected graph. Employing the PageRank algorithm
on this weighted graph assigned salience scores to each
sentence, determining their significance within the network.
Iteratively computed based on edge weights and damping factor,
these scores identified sentences that are relevant and strongly
connected. Subsequently, sentences were ranked according to
their salience scores, organizing them in order of importance.
This process ensured that sentences with stronger relationships
and relevance stand out. Triangles within the graph were
identified using De-Morgan laws, aiding in constructing a
reduced graph that captured the essential elements of the text.
They tested their model using EASC dataset.

An advanced text summarization model was proposed in [28]
based on a sequence-to-sequence RNN architecture, specifically
using LSTM units to reduce the vanishing gradient problem.
Diverging from a single-layer encoder, it employed a three-
layered multilayer encoder. One layer captures input text,
another grasps text keywords, and the third identifies text name
entities, all facilitated by word embeddings. The hidden states
of the three encoder layers consist of bidirectional LSTM units.
The decoder, a singular unidirectional LSTM layer, receives
training input through attention to previous summary words and
decoder hidden states. In testing, it depends on the previous
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decoder output and hidden states, initialized with "<SOS>" and
the context vector. Employing global attention mechanisms
enhanced prediction accuracy by adding important source text
insights into the context vector. A dataset comprises 79,965
documents was used. This dataset sourced from news sites
like Aljazeera, National Interest, and Financial Times along
with 69,024 documents from SANAD SUBSET, categorized
into medical, finance, sports, religion, culture, politics, and
technology.

In [29] they introduced finetuning the AraBART model,
based on BART Base architecture, comprises 6 encoder and
6 decoders layers with 768 hidden dimensions, totaling 139M
parameters. It incorporates an extra layer-normalization for
stable training at FP16 precision and uses sentence piece for
a 50K token vocabulary and 99.99% character coverage of
the training data. This model was evaluated on datasets
like Arabic Gigaword subsets and XL-Sum, it covered
various abstractiveness levels in news articles and includes
tasks for summary and title generation. The comparison
was against baselines, AraBART is compared to C2C (a
BERT2BERT-based seq2seq model), mBART25 (pretrained on
25 languages, fine-tuned for Arabic), and mT5base. They found
AraBART consistently surpasses C2C and mBART25 across
various datasets, Its superiority, based model. In this work,
we use various Transformer-based models abstractiveness.
Additionally, AraBART outperforms mT5 on the multilingual
setup for XL-Sum.

In [30] an automatic and extractive method was proposed
for single-document summarization in the Arabic language.
The proposed method aims to create informative summaries by
evaluating each sentence’s importance based on a combination
of statistical and semantic features like (Key-Phrases, Sentence
location, Similarity with title, Sentence centrality, Sentence
length, Cue words, Positive key-words, Sentence inclusion of
numerical data, Occurrence of Non-essential Information). In
the score-based method, important sentences were extracted
based on the total scores that are assigned to them. In
the machine learning approach, the extractive summarization
process was modeled as a binary classification problem Then, a
binary (Yes/No) classifier was trained based on a set of training
documents.

In [31] they introduced SemG-TS, an innovative Arabic
abstractive summarization technique based on semantic graph
embeddings and a deep neural network. SemG-TS transforms
text into a semantic graph, capitalizing on Arabic language
nuances, followed by SemanticGraph2Vec graph embedding.
The deep learning model based on a sequence-to-sequence
architecture used in summarization includes LSTM in the
Encoder and LSTM Basic Decoder. Using AlJazeera.net
data comprising 16,770 paragraphs averaging 204 words each,
SemG-TS exceeds two word2vec versions (trained and random-
based) across ROUGE metrics. It achieved a 15.8% precision
improvement, 29.5% in recall, and 21.4% in F-measure over the
best word2vec (random-based). In human evaluation, SemG-
TS shows superior relevancy, similarity, readability, and overall

satisfaction compared to word2vec. The F-score for ROUGE
stands at 0.047.

Previous Arabic text summarization studies focused on RNN-
based model. In this work, we use various Transformer-based
models. mBERT,AraBERT and AraT5 pre-trained language
models were used. A high-quality dataset was used to compare
the performance achieved by these models.

3 Methodology

First, as seen in figure 3, we explain the dataset preparation
process that was employed in this part. Next, we go into the
model architecture and training details of the several models that
have been trained for the Arabic abstractive text summarizing
work.

3.1 Dataset

We choose the XL-Sum dataset [32], which is appropriate
for the abstractive summarization of a single document. One
million texts with clear summary are included. With the use of
well-designed algorithms, this dataset was generated from news
articles on the BBC website. The 44 languages in the XL-Sum
dataset have available ranging from low to high, with many not
having public access.

3.2 Data Preprocessing

Arabic has greater difficulties than some other languages, like
English, because it is a morphologically rich language. The
inconsistent use of diacritical marks (Tashkil) and the omission
of Hamza in Arabic texts provide difficulties for the processing
of Arabic text. Modern Standard Arabic (MSA) is the Arabic
language used most commonly in academic work, news, and
literature, it often omits tashkil. Because the Arabic text missing
the diacritical representations necessary to change a word’s
meaning, this omission increases ambiguity. Additionally,
various dialects are spoken in Various Middle Eastern areas,
each with significant differences. This diversity in dialects
further complicates language processing and understanding in
Arabic text analysis and summarization tasks. Each of these
difficulties must be taken into consideration while processing
Arabic text. The AraBERTv1-base Model [23] was used for text
preprocessing. It is a powerful language model that facilitates
Arabic text processing and analysis across a wide range of NLP
tasks.

3.3 Data Tokenization

Tokenization is a key component of natural language
processing research because it covers the gap between
unprocessed textual data and the numerical input needed to build
machine learning models. Tokenizer classes were strategically
used to enable effective model training and evaluation, as
well as efficient data preprocessing and easy integration
with the corresponding models. Tokenization process was
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Figure 3: The steps for preparing the data.

used for improving the efficiency and adaptability of our
trained models. The Hugging Face Transformers library’s
AutoTokenizer class was used for improving the performance
of AraT5 model. Furthermore, BertTokenizer was used for
optimizing the BERT2BERT and mBERT2mBERT models. In
our experiments, the AutoTokenizer and BertTokenizer were
used for truncating the input sequence to 512 token and padding
the short sequence to it. For text summary, text was truncated
to100 token and padding the short summary to it.

3.4 Data Splitting

The XL-Sum dataset includes abstractive summaries of
46897 Arabic articles that were created by humans. We split
the dataset to 37519 (80% of the records) articles for training,
4689 (10%) articles for validation and 4689 (10%) articles for
testing.

3.5 Building an outside domain set

We used an additional sampled dataset from the Arabic
Mogalad Ndeef Dataset (AMN) focused on single-sentence
abstractive summarization [33]. Random samples were chosen
about 1000 records. However, we did not train the model on this
subset of the data.

4 Experiments

The architecture, experimental details, and model training
process are described in detail below. Figure 4 presents the
architecture of the models used in this research.

4.1 BERT2BERT

AraBERT, an encoder-only Transformer, is the Arabic
version of BERT. It accepts an input of length n, called X1:n,
and generates a contextual representation based on that input,
with same length X−

1:n. AraBERT isn’t appropriate for text
summarization because it requires input and output lengths to
match, which presents a limitation when summarizing text, as
the length of the original text and the summary may differ. To
apply the BERT2BERT encoder-decoder setup, we initialized

Figure 4: A diagram of the trained models.

both the encoder and decoder with AraBERT weights, enabling
the utilization of AraBERT for summarization purposes [19].
To build our model, we included AraBERT parameters into
the appropriate BERT2BERT layers. The decoder part was
significantly modified, but the encoder component matches
AraBERT without modifying its settings. In every block of the
decoder, we added cross-attention layers, which had weights
that were originally randomly distributed across the feed-
forward and self-attention layers. Additionally, we converted
bidirectional self-attention layers into unidirectional ones so
that the decoder only analyzes tokens that have previously been
created at each step. After the last decoder block, we added an
LM head to allow for the creation of summary tokens. The final
layer was initialized in the same way as the embedding layer.
We suggested to reduce the total number of trainable parameters
by sharing the encoder’s weights with the decoder because of
their close similarity. During initialization, in decoder blocks
only the cross-attention layers were randomly initialized. We
trained the model for 5 epochs with a batch size of 2. Before
backpropagation, we collected gradients during fine-tuning for
8 steps. We used ”bert-base-arabertv02” as the version of
AraBERT.

4.2 mBERT2mBERT

In our approach, we used the BERT2BERT encoder-decoder
architecture with mBERT initialization, a model pre-trained
on a diverse corpus covering 104 languages, including Arabic
sourced from Wikipedia text. During training, we implemented
a strategy of accumulating gradients over 8 steps before
proceeding with back-propagation, a technique aimed at saving
the training process and improving convergence. Fine-tuning of
the model was conducted over 5 epochs, with a relatively small
batch size of 2, chosen to balance computational efficiency and
model performance. To accommodate the characteristics of
text summarization tasks, we restricted the length of both input
sequences to 512 tokens and summaries to 100 tokens during
fine-tuning. This limitation helps in managing computational
resources effectively while ensuring that the model can capture
essential information for summarization within the specified
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constraints. Overall, these training and fine-tuning strategies are
designed to optimize the BERT2BERT architecture for Arabic
text summarization, aiming to achieve robust performance
across a range of summarization tasks and dataset.

4.3 AraT5

A modified version of the popular T5 model is the AraT5
[34], serves as an encoder-decoder framework that combines
various natural language processing tasks within a single text-
to-text paradigm. Because of its flexibility, AraT5 can easily
handle a wide range of tasks, including text summarization,
machine translation, and categorization. Notably, the model
utilizes task-specific prefixes appended to input sequences to
determine the kind of task, such as” translate English to
Arabic” for translation or” summarize:” for summarization.
During training, approximately 15% of the tokens in this
model’s training set are masked in Masked Language Modeling
(MLM), with consecutive tokens being masked using a single
sentinel token [19]. For our experimentation, we leveraged the
AraT5Base version 8, which underwent training on a diverse
dataset comprising both Modern Standard Arabic (MSA) and
Twitter data, utilizing the T5Base architecture. The MSA
dataset, totaling 70 GB, was sourced from various Arabic
repositories, while the Twitter data encompassed 1.5 billion
tweets containing at least three Arabic words, randomly
sampled for inclusion. The architecture of the encoder and
decoder is identical to that of BERTBase, consisting of 12 layers
with 12 attention heads each.

During fine-tuning, the model underwent training for 5
epochs with a batch size of 2. The input sequence length was
covered at 512 tokens, with summaries restricted to 100 tokens.

In this work, several huge trained models were used.
Firstly, we optimized the multilingual mBERT model, which
is commonly used as a baseline in the literature. Next,
improvements were implemented to the Arabic pre-trained
models AraBERT and AraT5. We made use of the BERT2BERT
encoder-decoder architecture to use AraBERT and mBERT for
summarizing texts, where the corresponding model weights
were used to warm-start the encoder and decoder . For
fine-tuning the pre-trained models, we used Adam optimizer
(Adaptive Moment Estimation) [35], which is an optimization
algorithm commonly used in training deep learning models,
including those used in natural language processing (NLP)
tasks. It belongs to the family of stochastic gradient descent
(SGD) optimization algorithms and is known for its efficiency
and effectiveness in a wide range of applications, with a learning
rate of 2e-5.

5 Experimental results and Discussion

We fine-tune three transformer models AraT5, AraBERT,
and mBERT and apply improvements to better adapt them for
the task of Arabic summarization. We then evaluate their
performance and compare the results. Text summarization

models are usually evaluated automatically using ROUGE
metrics in addition to be assessed manually by human experts.
While ROUGE metrics quantify overlap between generated and
reference summaries, they may not fully capture qualitative
aspects like coherence and readability. Manual evaluation
supplements this by considering factors such as relevance,
coherence, and grammaticality, providing a more detailed
understanding of summary quality. By combining automated
and manual evaluations, researchers gain a comprehensive view
of model performance, enabling model selection and strategies
for improvement. This double evaluation strategy provides an
in-depth review, allowing for well-informed choices to be made
in the development and research of text summarizing.

5.1 Automatic evaluation

We used the ROUGE-1, ROUGE-2, and ROUGE-L measures
for automated evaluation. These metrics measure the degree to
which produced summaries and reference summaries overlap in
terms of unigrams, bigrams, and longest common subsequences.
The model’s performance in comparison to the reference
summary was then measured by computing the accuracy, recall,
and F-measure values for each ROUGE metric. The following
formulas were used to get values for each ROUGE metric:

precision =

∣∣gramsrefrence ∩gramsgenerated
∣∣

gramsgenerated
(1)

recall =

∣∣gramsrefrence ∩gramsgenerated
∣∣

gramsgenerated
(2)

F−measure = 2.0∗ recall∗precision
recall+precision

(3)

The evaluation results, presented in terms of ROUGE F1
scores, were obtained using the rouge Python library. During
summary generation, we used Beam Search algorithm which
is a heuristic search algorithm commonly used in sequence
generation tasks, efficiently explores the search space by
maintaining a set of candidate sequences, selecting the most
promising candidates at each step based on a predefined scoring
criterion, and pruning less likely paths to focus on high-quality
outputs [36]. The beam search algorithm was employed with a
beam size of 3.

In our experimental setup, we initially trained and evaluated
models using a subset of the data, consisting of 10000 records
for training and 1200 records for evaluation and testing, and
then we used the full dataset. Figure 5 provides ROUGE F1
scores evaluation on test set. Arat5 performed better than other
models on the test set. Figure 6 shows the ROUGE F1 scores
evaluation on validation set. BERT2BERT which was initialized
with AraBERT weights had high performance on the validation
set. Additionally, within our model comparison, AraT5
outperformed mBERT2mBERT on the validation set, showing
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Figure 5: Test set scores based on the ROUGE F1 evaluation.

even more the differential efficiency of different architectures in
text summarizing tasks. Additionally, we evaluated our models
using the 1000-record outside domain set. as shown in figure 7,
and found that AraT5 achieved the highest score compared to
other models. As a result, we used AraT5 model to compare our
work with other comparing studies.

5.2 Manual evaluation

As was previously mentioned, a thorough assessment of
the quality and readability of produced summaries could not
be possible if one only relies on ROUGE indicators [19].
Therefore, we handled human evaluations. Five fluent Arabic
speakers were tasked with rating each summary on a scale of
one to five based on two criteria: (1) readability, which measures
grammatical accuracy and sentence structure; and (2) quality,
which assesses how well the summary conveys the main ideas
of the original text. We chose 20 cases at random from the test
set. The human evaluation criteria are listed in Table 1. Next,
we determined the reported scores’ mean. The results of the
manual human examination are shown in Figure 8.

The two models with the highest scores on the two
measures were AraT5 and BERT2BERT, with AraT5
almost outperforming BERT2BERT. On the other hand,
mBERT2mBERT scored significantly lower for both quality
and readability measures. With the use of our models, we
developed summaries for the two articles, which are shown in
Figure 9 and 10.

5.3 Comparison with previous studies

Table 2 presents a comparison of ROUGE F1 evaluations on
the XL-Sum dataset between our AraT5 model and four types of
state-of-the-art baseline results [29]. The initial baseline, named
C2C, is a monolingual sequence-to-sequence model [37], which
is based on BERT2BERT. While the cross-attention weights are
initialized at random, the encoder and decoder are initialized
using CAMELBERT weights [38]. A total of 246M parameters
represent C2C. The multilingual BART model mBART25 [39],
pretrained on 25 languages, including Arabic, is the second
baseline. mBART25 has shown successful in monolingual
generative tasks like abstractive summarization, although it

Figure 6: Validation set scores based on the ROUGE F1
evaluation.

Figure 7: ROUGE F1 scores of the out-of-domain set.

was initially pre-trained for neural machine translation [40].
mBART25 has 610M parameters overall. Third model is called
mT5base model. Finally, AraBART, the fourth model, performs
better than the others. As noticed our model outperforms the
four compared state-of-the-art models.

5.4 Discussion and findings

ROUGE metrics indicate that fine-tuning the AraT5 model
resulted in a performance increase of approximately 15.56%.
In contrast, the performance of AraBERT and multilingual
BERT decreased by 10.52% and 20.67%, respectively. When
summarizing data from outside the domain, AraT5 performs
better than AraBERT Model. Interestingly, the BERT2BERT-
based model initialized using multilingual BERT shows poor
performance when evaluated manually. In comparison to the
models that have been recommended, AraT5 and AraBERT
model consistently generate highest score summaries in terms
of readability and quality, as assessed by human evaluation.
Furthermore, it’s observed that increasing the training data
enhances the model’s accuracy.

5.5 Limitations

While our research focused mostly on producing one-
sentence summaries from news sources, there is still a need
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Table 1: Readability and quality measures for the manual human evaluation.

Score Quality Readability

1 The output is irrelevant. Inaccurate / Hard to read.
2 Key concepts are partially conveyed. A little understood.
3 Key concepts are moderately conveyed. Understandable in poor Arabic.
4 Key concepts are largely conveyed. Understandable in acceptable Arabic.
5 Key concepts are completely conveyed. Understandable in fluent Arabic.

Table 2: A comparison of different state-of-the-art models’
ROUGE F1 results.

Model ROUGE-1 ROUGE-2 ROUGE-L

C2C 26.9 8.7 23.1
mBART25 32.1 12.5 27.6
mT5base 32.8 12.7 28.7
AraBART 34.5 14.6 30.5
AraT5 (Ours) 39.78 18.77 30.21

Figure 8: The manual human evaluation scores.

for further study into producing multi-sentence summaries and
extending the application to other types of text sources. Further
research may examine the complexity involved in summarizing
information across several phrases, as well as the Arabic
dialects by various text. Our models have been modified and
specially designed for text summary of news. As such, we
expect that without extra training data customized for particular
summarization task, their performance might not be directly
comparable to other models. We recognize that on sometimes,
our models provide inaccurate, invalid, and grammatical outputs
that could lead to general users being confused.

6 Conclusion and Future Works

For the purpose of this work, we used several pre-trained
language models, such as AraT5, AraBERT, and mBERT,
to summarize Arabic abstractive text. Additionally, to use
encoder-only Transformer models, we used an encoder-decoder
architecture based on BERT2BERT. Both manual assessment
and ROUGE metrics were used to evaluate these models,
and an out-of-domain dataset was used for testing. Our
results show that pretrained language models perform well in
Arabic text summarization tasks. According to the automated
evaluation, AraT5 outperforms other models in our test set,
but AraBERT outperforms other models in the validation set
during training. In addition, human evaluation shows that AraT5
achieves high accuracy in terms of readability and quality.
The summary generated by AraT5 is highly comparable to the
reference summary. Furthermore, AraT5 outperforms other
models using out-of-domain datasets. Results confirmed that
the modified AraT5 performing better than other models. For
future research directions, we recommend focusing on multi-
sentence summarization, emphasizing grammatical correctness,
understanding dialects, and incorporating semantic meaning
into automatic evaluation processes. In order to improve the
model’s performance across multiple domains, we propose
training it on multi-domain datasets. By using this method,
the model’s efficiency and adaptability in summarization
tasks covering many topics and domains can be enhanced.
While we recommend exploring fine-tuning strategies, hybrid
models, and additional linguistic resources to further optimize
summarization performance.

7 Future Work

In future research, we propose focusing on multi-sentence
summarization with an emphasis on grammatical correctness,
dialect comprehension, and the integration of semantic meaning
into automatic evaluation metrics. Expanding the training
data to include multi-domain datasets can further enhance the
model’s adaptability and performance across various topics
and domains. To optimize summarization quality, future
studies should explore advanced fine-tuning strategies, hybrid
modeling approaches, and the incorporation of additional
linguistic resources. Investigating the impact of diverse
embedding techniques, reinforcement learning-based training,
and transformer-based architectures could also contribute to
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Figure 9: A sample text that our models have summarized.
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Figure 10: A sample text that our models have summarized.
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more accurate and contextually aware summarization models.
By addressing these directions, future research can improve
the efficiency, coherence, and applicability of summarization
models across a broader range of real-world use cases.
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