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Editorial 

It is my distinct honor, pleasure, and privilege to serve as the Editor-in-Chief of the International 

Journal of Computers and Their Applications (IJCA) since 2022. I have a special passion for the 

International Society for Computers and their Applications. I have been a member of our society 

since 2014 and have served in various capacities. These have ranged from being on program 

committees of our conferences to being Program Chair of CATA since 2021 and currently serving 

as one of the Ex-Officio Board Members. I am very grateful to the ISCA Board of Directors for 

giving me this opportunity to serve society and the journal in this role. 

I would also like to thank all the editorial board, editorial staff, and authors for their valuable 

contributions to the journal. Without everyone's help, the success of the journal would be 

impossible. I look forward to working with everyone in the coming years to maintain and further 

improve the journal's quality. I want to invite you to submit your quality work to the journal for 

consideration for publication. I also welcome proposals for special issues of the journal. If you 

have any suggestions to improve the journal, please feel free to contact me. 

Dr. Ajay Bandi 

School of Computer Science and Information Systems 

Northwest Missouri State University 

Maryville, MO 64468 

Email: AJAY@nwmissouri.edu 

 

In 2025, we are having four issues planned (March, June, September, and December). The next 

latest issue is taking shape with a collection of submitted papers. 

 

I would also like to announce that I will begin searching for a few reviewers to add to our team. 

We want to strengthen our board in a few areas. If you would like to be considered, don't hesitate 

to get in touch with me via email with a cover letter and a copy of your CV. 

 

Ajay Bandi, Editor-in-Chief 

Email: AJAY@nwmissouri.edu 

mailto:AJAY@nwmissouri.edu
mailto:AJAY@nwmissouri.edu
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This issue of the International Journal of Computers and their Applications (IJCA) has gone 

through the normal review process. The papers in this issue cover a broad range of research 

interests in the community of computers and their applications. 

IJCA Contributed Papers: This issue comprises papers that were contributed to the International 

Journal of Computers and their Applications (IJCA). The topics and main contributions of the 

papers are briefly summarized below: 

 

Balaji Ganesh Rajagopal, Deebalakshmi Ramalingam, Yoga Vignesh, Rayean Patric, and 

Dharun Raagav, SRM Institute of Science and Technology, India, present their study titled 

“Comprehensive Analysis of YOLO Models for Deployment in Precision Agriculture.” This 

research focuses on evaluating and optimizing several versions of the YOLO (You Only Look 

Once) object detection model to support real-time pest identification in agricultural settings. The 

authors examined the performance of YOLOv8, YOLOv9, YOLOv10, and YOLOv11 using key 

evaluation metrics such as precision, recall, accuracy, F1-score, and mean Average Precision at 

IoU 0.5 (mAP@0.5). The analysis was conducted using the NBAIR dataset, which includes 

images of 40 pest species, with data augmentation techniques applied to improve model 

resilience. The findings revealed that YOLOv9 achieved the highest overall effectiveness, with a 

93% accuracy, 0.959 mAP@0.5, and a 0.96 F1-score, marking it as a strong candidate for real-

time deployment. YOLOv11 showed the greatest precision (0.932), while YOLOv10 balanced 

detection accuracy with low latency, making it ideal for mobile implementation. Although 

YOLOv8 lagged in performance, it remains a viable option for scenarios where further tuning is 

feasible. The work highlights the importance of deploying fast, lightweight, and accurate AI 

solutions in agriculture to promote smarter pest control, reduce dependence on chemical 

pesticides, and support sustainable farming practices through precision technology. 

 

 

Nadia Agti, Lyazid Sabri, Faculty of Mathematics and Information Technology, Mohamed El 

Bachir El Ibrahimi University of Bordj Bou Arréridj, Algeria and Okba Kazar, University of 

Kalba, Sharjah, United Arab Emirates, present their research titled “A Framework for an 

Ontological Querying-based Cognitive Perspective for Activity Recognition.” This work 

introduces a novel framework that integrates semantic querying and cognitive modeling to 

enhance human activity recognition in smart environments. By leveraging SPARQL-based 

ontological queries alongside a cognitive understanding of behavior, the proposed method offers a 

more precise and human-centric interpretation of activities. The framework is driven by a 

structured Human Behavior Ontology (HBOnt), which transforms raw sensor input into 

semantically rich representations, incorporating key contextual elements like time and location. 

This approach was tested on two complex datasets—Orange4Home and CASAS Aruba—

demonstrating its ability to extract meaningful behavioral patterns and support deeper analysis of 

intentional and goal-oriented human actions. Ultimately, the study emphasizes the value of 

semantic technologies and cognitive perspectives in recognizing activities, predicting health-

related issues, and enabling personalized assistance in smart home environments. 
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Sudipta Majumder, Moirangthem Tiken Singh, Rabinder Kumar Prasad, Abhijit Boruah, 

Gurumayum Robert Michael, N. K. Kaphungkui, and N. Hemarjit Singh, Department of 

Computer Science and Engineering, Department of Electronic and Communication Engineering, 

Dibrugarh University Institute of Engineering and Technology, Dibrugarh University, India, 

present their work titled "Heterogeneous Graph Auto-Encoder for Credit Card Fraud 

Detection." In this study, the authors address the growing challenge of fraudulent activities in 

digital financial systems, particularly involving credit card transactions. While conventional 

machine learning techniques have made strides in fraud detection, they often fall short in 

modeling the complex interrelations inherent in financial data. To overcome these limitations, this 

research proposes a novel framework that employs Graph Neural Networks (GNNs) enhanced 

with attention mechanisms over heterogeneous graph structures. These graphs encapsulate 

detailed relationships between diverse entities—such as cardholders, transactions, and 

merchants—providing a richer context for detecting anomalous behaviors. The model 

incorporates an autoencoder trained on non-fraudulent transactions to learn normal behavioral 

patterns, identifying suspicious deviations during reconstruction as potential fraud. This work 

explores two fundamental questions: the effectiveness of attention-based GNNs in detecting fraud 

within heterogeneous graph data, and how this approach compares to existing benchmark models. 

The proposed solution demonstrates strong performance, achieving an AUC-PR of 0.89 and an 

F1-score of 0.81, outperforming traditional methods like GraphSAGE and FI-GRL. The research 

highlights the potential of integrating graph-based learning with autoencoders to enhance the 

accuracy and robustness of modern fraud detection systems. 

 

 

 

Ngoc-Huan Le, Minh-Nhat Huynh, Chi-Cao Ha, Duy-Nhat Le, Van-Luan Tran, Narayan C. 

Debnath, and Quang-Giap Nguyen, Department of Mechanical and Mechatronics Engineering, 

Industry 4.0 Innovation Center, Department of Electric and Electrical Engineering, School of 

Computing and Information Technology, Eastern International University, Binh Duong Province, 

Viet Nam, present their research titled “Smart Warehouse: WMS, AI, IoT and Digital Twin 

Integration.” This study introduces a next-generation smart warehouse framework that integrates 

modern technologies to transform warehouse operations. The proposed system combines a robust 

Warehouse Management System (WMS) with Artificial Intelligence (AI), Internet of Things 

(IoT), and Digital Twin (DT) technologies to create a synchronized, intelligent warehouse 

environment. The integration of these components enhances real-time data tracking, decision-

making, and workflow automation. AI-driven analytics improve forecasting and inventory 

management, while IoT connectivity enables continuous monitoring of assets. The Digital Twin 

technology creates a virtual replica of the warehouse, allowing predictive analysis and operational 

simulation. Altogether, the system significantly improves efficiency, accuracy, and adaptability, 

marking a substantial advancement in supply chain and logistics infrastructure. 
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Priyanjli Gautam, Shuchi Mala, Aakanshi Gupta, Nidhi Mishra, and Narayan C. Debnath 

¹Department of Computer Science and Engineering, ASET, Amity University, Noida, India 

²School of Computing and Information Technology, Eastern International University, Binh 

Duong Province, Viet Nam, present their research titled “Reinforcement Learning for Neural 

System Towards Adaptive Intelligence.” This work explores the emerging role of reinforcement 

learning (RL) in the medical field, with a focus on brain tumor classification. While machine 

learning (ML) and deep learning (DL) have shown notable success in medical imaging tasks, RL 

remains underexplored despite its alignment with biological learning processes such as neuronal 

plasticity. The study introduces a comparative framework analyzing the performance of ML, DL, 

and RL models—specifically Q-Learning and Deep Q-Learning (DQL)—in classifying brain 

tumors into four categories: glioma, meningioma, pituitary tumor, and no tumor. Experimental 

results demonstrate that RL approaches surpass traditional ML and DL techniques in key 

performance indicators including accuracy, precision, recall, and F1-score. This work emphasizes 

RL’s biologically inspired, feedback-driven learning architecture and its superior generalization 

capabilities. The findings suggest RL holds substantial promise for developing adaptive, 

intelligent diagnostic systems that mimic cognitive processes. Beyond improved prediction 

performance, RL offers the potential for real-time, patient-specific diagnostic support systems in 

oncology and broader clinical practice. 

 

 

 

As guest editors, we would like to express our deepest appreciation to the authors and the 

reviewers. We hope you will enjoy this issue of the IJCA. More information about ISCA society 

can be found at http://www.isca-hq.org. 

 

Guest Editors: 

Ajay Bandi, Northwest Missouri State University, USA. 

 

JUNE 2025 

http://www.isca-hq.org/
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Yoga Vignesh*, Rayean Patric*, Dharun Raagav* 

*School of Computing,  
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Abstract 

This research explores the optimization and 

deployment of YOLO (You Only Look Once) -based 

object detection models for real-time pest detection in 

agricultural environments. Four YOLO variants—

YOLOv8, YOLOv9, YOLOv10, and YOLOv11—

were evaluated for their performance across metrics 

such as precision, recall, F1-score, accuracy, and 

mean Average Precision (mAP@0.5). The study 

utilized the NBAIR dataset, encompassing 40 pest 

species, and applied advanced data augmentation 

techniques to enhance model robustness. Among the 

models, YOLOv9 achieved the best overall 

performance with 93% accuracy, 0.959 mAP@0.5, 

and a 0.96 F1-score, making it suitable for real-time 

agricultural applications. YOLOv11 demonstrated the 

highest precision (0.932), while YOLOv10 provided 

efficient latency and competitive detection 

capabilities, particularly on mobile devices. Although 

YOLOv8 underperformed in comparison, its 

optimization potential is noted. The findings 

underscore the importance of lightweight, efficient, 

and accurate AI models in sustainable pest 

management, reducing pesticide reliance, and 

enabling data-driven decisions in precision 

agriculture. 

Key Words:  Pest Detection, YOLO (You Only Look 

Once), Precision Agriculture, Mean Average 

Precision, Edge computing 

1. Introduction 

 Agriculture is essential for maintaining human 

life, but it encounters major challenges from pest 

infestations, leading to considerable losses in global 

crop yield. Presently, pest detection techniques in 

agriculture mainly depend on manual identification, 

a process that is not only labour-intensive but also 

vulnerable to human error. Automated pest 

detection systems present a solution to these 

challenges, providing a quicker and more 

dependable method for monitoring pest 

populations. This project seeks to address the 

existing research gap by utilizing advanced object 

detection models to transform pest detection 

methodologies(Singh et al., 2024).  

This project is driven by the critical necessity to 

enhance agricultural efficiency and reduce crop 

losses. On time and precise identification of pests 

minimizes dependence on widespread pesticide 

use, allowing farmers to focus on particular threats, 

thus enhancing resource efficiency and promoting 

environmental sustainability. This project seeks to 

enhance pest management strategies through the 

integration of advanced machine learning models, 

focusing on precision and automation in pest 

detection. 

The idea for this project significantly improves 

sustainable agriculture through the encouragement 

of environmentally conscious farming methods. 

Precise identification of pests minimizes reliance 

on chemical pesticides, which often negatively 

impact non-target organisms and contribute to soil 

and water contamination. Moreover, prompt 

identification reduces crop loss, enhances food 

security, and decreases waste. 

Artificial intelligence (AI) has emerged as an 

essential component of contemporary agricultural 

methods, due to its capacity to analyze extensive 

datasets and produce practical insights. AI 

applications have revolutionized traditional 

farming, ranging from precision irrigation to 

automated harvesting. Object detection, a 

specialized area within artificial intelligence, is 

essential for recognizing and monitoring pests, 

diseases, and various elements that affect crop 

health.  

YOLO (You Only Look Once)(Sapkota et al., 

2024) was selected for this project because of its 

remarkable speed and precision in object detection 

tasks. In contrast to conventional models that rely 

on region-based detections, YOLO analyzes the 

entire image simultaneously, resulting in 

outstanding performance for real-time applications. 

This study analyzes various iterations of YOLO (v8 

(Rizk & Bayad, 2023), v9, v10, and v11) to assess 

the development of the model and its effectiveness 

in pest detection (Bhatnagar et al., 2023). 

Analyzing the results from different (Sapkota et al., 

2024)YOLO versions is crucial for determining the 

most efficient model for this application. Aspects 
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such as inference speed, memory efficiency, model 

compatibility, and detection accuracy play a critical 

part in the deployment of systems in practical 

agricultural contexts, particularly in environments 

with limited resources. 

The selected dataset for this study includes a wide 

array of pest images, carefully gathered to ensure 

accurate representation from multiple pest species 

and habitats. The variety present strengthens the 

model's capacity to generalize and operate 

consistently across various agricultural contexts. 

Jetson devices (Swaminathan et al., 2024)are 

essential in the Internet of Things (IoT) for 

agriculture, because of their compact design and 

impressive computational capabilities. Utilizing 

optimized models such as TensorRT-converted 

YOLOv8 and YOLOv9 on Jetson devices 

facilitates real-time pest detection in the field, 

positioning them as(Pham et al., 2023) excellent 

options for IoT-based solutions. 

This project aligns with the principles of 

sustainable agriculture through the integration of 

advanced AI models and IoT technologies. This 

initiative provides farmers with the necessary tools 

to make up-to-date data-driven choices, minimizes 

environmental consequences, and plays a vital role 

in developing a more resilient food system. 

2. Related Works 

 

Several studies(Rane et al., 2024)(Huo et al., 

2024)(Piancharoenwong & Badir, 2024) have 

explored different approaches for identifying pests 

and diagnosing plant diseases in the field of 

agriculture. Conventional methods frequently 

utilized image processing techniques for the 

analysis of visual symptoms, yet they were limited 

by their dependence on manually crafted features. 

Support Vector Machines (SVMs) and k-Nearest 

Neighbors (k-NNs) are among the machine learning 

algorithms that have been utilized, often alongside 

feature extraction techniques. Although these 

methods enhanced accuracy relative to 

conventional techniques, (Deng et al., 2023)their 

dependence on manual feature engineering limited 

scalability and adaptability. 

 

Deep learning, especially Convolutional Neural 

Networks (CNNs), has become a more efficient 

approach. Convolutional neural networks have the 

capability to autonomously extract features from 

unprocessed image data, which enhances their 

effectiveness in applications like pest and disease 

detection. The application of transfer learning, 

involving the fine-tuning of pre-trained models for 

targeted agricultural tasks, has significantly 

improved the efficacy of deep learning systems. 

Moreover, deep CNNs have demonstrated 

encouraging outcomes in the classification of 

microscopic images, broadening their use in 

accurate identification tasks within plant pathology. 

 

Object detection algorithms based on YOLO (Raja 

Gopal & Prabhakar, 2024) have been investigated 

for use in agriculture, particularly in areas such as 

pest detection and the identification of wheat 

spikes. These studies emphasize YOLO’s capacity 

to provide real-time performance, even under 

demanding field conditions. Optimizing models 

such as YOLOv5 for deployment on devices with 

limited resources has shown considerable decreases 

in inference time while maintaining a slight 

reduction in accuracy. These advancements closely 

align with our objectives, highlighting the 

importance of efficient and practical solutions for 

real-time pest detection in sustainable agriculture. 

Object detection algorithms based on YOLO (Raja 

Gopal & Prabhakar, 2024)have been investigated 

for use in agriculture, particularly in areas such as 

pest detection and the identification of wheat 

spikes. These studies emphasize YOLO’s capacity 

to provide real-time performance, even under 

demanding field conditions. Optimizing models 

such as YOLOv5 for deployment on devices with 

limited resources has shown considerable decreases 

in inference time while maintaining a slight 

reduction in accuracy. These advancements 

closely(Donapati et al., 2023) align with our 

objectives, highlighting the importance of efficient 

and practical solutions for real-time pest detection 

in sustainable agriculture. 

 

The findings from these studies illustrate the 

transition from conventional techniques to those 

based on deep learning, emphasizing the 

effectiveness of CNNs and YOLO models in the 

areas of pest detection and plant disease 

classification. (Li et al., 2023) Using these   

advancements, our study aims to enhance 

performance for real-time agricultural applications. 

 

 

The major contributions and limitations of 

significant related works relevant to this study are 

summarized in Table 1, offering a comprehensive 

overview of existing methods in the context of pest 

detection.
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Table 1 Key Contributions and Key Limitations of the Significant Related Works 

Related Study Major Contribution Major Limitation 

(Yang et al., 

2023) 

Implemented DPAG and FEM to enhance 

accuracy, substituted standard convolution 

with DSConv for improved speed, and 

utilized a variety of tomato datasets. 

There are challenges related to missed 

detections for obscured tomatoes, constraints 

in mobile deployment testing, and the necessity 

to optimize the trade-offs related to DSConv. 

(Shang et al., 

2024) 

Investigated sustainable pest management 

approaches, focusing on secondary 

metabolites, phytohormones, biocontrol 

agents, and insect pheromones. 

Issues related to the expense of phytohormone 

treatments, the intricacies of biocontrol 

programs, the application of pheromone-based 

techniques, and the delivery and stability of 

RNAi. 

(S. Guan et al., 

2024) 

Improved YOLOv10 using BiFPN for multi-

scale feature integration, SEAM for attention 

enhancement, and GCNet for global context, 

resulting in superior detection of wheat 

spikes. 

Future investigations will focus on thermal 

infrared imagery, advancements in 3D 

technology, the development of lightweight 

versions suitable for devices with constrained 

computing capabilities, and their incorporation 

into smart agricultural machinery. 

(Mishra et al., 

2024) 

Advancements in the management of storage 

pests encompass nano-pesticides, bio-

pesticides, integrated pest management 

strategies, and genetic control methods. 

There are obstacles related to awareness, 

financial limitations, and the necessity for 

tailored strategies that address the diverse 

climatic conditions across India. 

(H. Guan et al., 

2023) 

A reduced deep learning model designed for 

precise detection of plant diseases and pests, 

integrating ResNet with EfficientNetV2. 

Challenges arise with complex backgrounds 

and restricted samples, highlighting the 

necessity for enhancements in robustness and 

generalization. Future optimization is essential 

for varying environmental conditions. 

(Nnadozie et al., 

2024) 

A streamlined version of YOLOv5 has been 

developed for real-time crop monitoring. By 

eliminating certain detection scales, the 

model size has been reduced, enhancing 

speed and leading to quicker detection while 

maintaining minimal accuracy loss. 

There is a trade-off between speed and 

accuracy, which may lead to reduced accuracy 

for object sizes that fall within discarded scales. 

Additional optimization techniques, such as 

knowledge distillation, are required. 

(Zhou et al., 

2024) 

 

A comprehensive approach that combines 

cultural practices, biological control, genetic 

pest management, and precise pesticide 

application to promote sustainable 

agriculture. 

Issues related to gaps in understanding pest 

biology, the effects of climate change, 

sustainability over the long term, and the 

implications for ecosystems. There is a 

necessity for enhanced awareness among 

farmers, along with improved social and 

cultural acceptance, as well as financial 

incentives. 
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(Dai et al., 

2023) 

Focus on accurate integrated pest 

management, collaboration with additional 

sustainable methods, involvement of the 

public in research, and the utilization of 

innovative technologies such as blockchain 

and artificial intelligence for improved pest 

observation and management. 

There is a necessity for investigating 

innovative control methods such as RNA 

interference, semiochemicals, and gene 

editing. This research should focus on the 

effects of climate change and aim to tackle 

challenges related to awareness, economic 

limitations, and social influences to facilitate 

wider adoption of integrated pest management 

practices. 

(Türkoğlu & 

Hanbay, 2019) 

A new classification framework for 

identifying plant diseases and pests that 

utilizes a blend of pre-trained deep learning 

networks for feature extraction alongside 

traditional classifiers such as SVM, ELM, 

and KNN. This method demonstrates the 

ability to achieve high accuracy while 

maintaining computational efficiency. 

Using a comparatively limited collection of 

images illustrating plant diseases and pests 

sourced from a particular area in Turkey. This 

restricts the applicability of the findings to 

different geographical areas and plant species. 

To validate the effectiveness of the proposed 

method in real-world applications, a larger and 

more diverse dataset is essential. 

(Ebrahimi et al., 

2017) 

Developed and reviewed a vision-based 

system employing SVM classification for 

real-time pest detection in a greenhouse 

environment, attaining impressive accuracy 

with an error rate of less than 2.5% in 

identifying thrips. This method presents an 

exciting, possibilities for automated pest 

monitoring and precise pest management, 

enhancing sustainability and efficiency in 

agricultural practices. 

Performed an experiment within a regulated 

greenhouse setting, concentrating mainly on 

thrips affecting strawberry plants. The 

applicability of the system to additional pests, 

crops, and outdoor settings may be restricted 

and requires further investigation and 

modification. Elements like differing lighting 

conditions, intricate backgrounds, and a range 

of pest morphologies may present obstacles for 

precise detection in practical agricultural 

environments. 

 

3. Methodology 

This study aims to create an effective and practical 

pest detection system by integrating advanced object 

detection models with optimizations specifically 

designed for real-world application. We perform a 

comparative analysis using YOLO versions 8, 9, 10, 

and 11 (Thakur et al., 2023)to determine the most 

appropriate model for pest detection. The workflow 

incorporates TensorRT conversion to improve 

inference speed and minimize computational 

overhead, rendering it appropriate for resource-

limited settings like Jetson devices. 

 

In addition, (Bahari et al., 2024)(Shang et al., 

2024)ablation studies were carried out by eliminating 

elements such as the AILU activation function and 

Adam optimizer in YOLOv11 to assess their impact 

on model performance. The utilization of the diverse 

NBAIR dataset facilitates comprehensive model 

training and testing across a range of pest species, 

thereby enhancing generalizability in agricultural 

contexts. This approach aims to achieve an optimal 

equilibrium between precision, effectiveness, and 

relevance in developing sustainable agricultural 

practices. 

 

3.1 Dataset 

The dataset used in this study is the National Bureau 

of Agricultural Insect Resources (NBAIR) dataset, 

which includes an extensive compilation of images 

representing 40 different pest species frequently 

found in agricultural environments. This dataset 

provides an accurate basis for the training and 

assessment of object detection models aimed at 

identifying pests in agricultural crops. The NBAIR 

dataset features images that are carefully labeled and 

organized, providing dependable and precise 

annotations for machine learning purposes. 

 

The dataset includes a diverse range of insect classes, 

including the Asian Lady Beetle, Ladybug, Mealy 

Bug, Pyrilla perpusilla, and Stink Bug. The dataset 

shows an imbalance, characterized by a significant 

variation in the number of samples across the 

different classes, as shown in Table 1. 
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The imbalance in the dataset presents difficulties for 

model training, as classes that lack representation 

can result in biased predictions. To address this issue, 

techniques for data augmentation were subsequently 

implemented to balance the class distribution, 

thereby enhancing the diversity of the dataset and 

ensuring more effective model training. 

Table 2 Summary of Data Samples 

S No Insect Name 
No. of 

Samples 

No. Test 

Samples 

1 
Asian Lady 

Beetle  
876 300 

2 Ladybug  503 300 

3 Mealy Bug 802 300 

4 
Pyrilla 

perpusilla 
1099 300 

5 Stink Bug 701 300 

6 Total 3981 1500 

The NBAIR dataset [Table 2] was chosen for this 

study because of its extensive documentation of pest 

species that are essential to agricultural productivity. 

The number of possibilities present makes it highly 

appropriate for developing models that require 

effective generalization across different field 

conditions and pest populations. The carefully 

organized and annotated dataset guarantees a high 

level of reliability, positioning it as an excellent 

option for progressing studies in pest detection. 

This dataset is essential for linking artificial 

intelligence with practical agricultural uses, serving 

as a basis for creating smart systems that support 

farmers in sustainable pest management. 

3.2 Data Augmentation 

 

To address the class imbalance, present in the 

NBAIR dataset and improve the stability of the pest 

detection model, a range of image augmentation 

techniques were used. The initial dataset, 

comprising 3,981 samples from five insect 

categories, was enhanced to create a balanced 

dataset containing 4,500 samples (1,500 samples for 

each category). The augmentation techniques 

facilitated the model's ability to learn distinguishing 

features across all classes, while also reducing bias 

towards the majority class. 

 

15% of the images had random grayscale conversion. 

This transformation enabled the model to prioritize 

texture and structural features over just color 

information, enhancing its stability against 

variations in lighting and color. 

Images underwent zooming, and the bounding boxes 

of relevant objects were extracted. This method 

allowed the model to identify and concentrate on 

important objects, despite variations in scale or 

viewpoint. 

The images underwent rotation, and the bounding 

boxes were modified to correspond with the 

repositioned objects. This allowed the model to 

recognize pests regardless of the angle from which 

they were observed. 

Modifications in color intensity and the use of 

blurring effectively mimicked real-world scenarios 

such as changes in lighting or focus. The 

transformations contributed to the model's enhanced 

ability to generalize across various environments. 

Mixup augmentation [Fig 1] produced unusual 

samples through the combination of two images 

along with their associated labels. This was 

accomplished through the utilization of a mixing 

factor attracted from a Beta distribution. The 

hyperparameter α regulated the interpolation 

strength, maintaining a balance between the original 

and mixed samples. The implementation (eqn. 1) of 

Mixup enhanced the model's ability to generalize by 

creating diverse associations between images and 

labels [eqn 1] [eqn 2]. 

�̅�  =  𝜆𝑥1  +  (1 −  𝜆)𝑥2     (𝑒𝑞𝑛 1) 

�̅�  =  𝜆𝑦1  +  (1 −  𝜆)𝑦2     (𝑒𝑞𝑛 2) 

 
 

RandAugment [Fig 2] implemented a series of 

randomly chosen transformations, including rotation, 

shear, and color modifications. The magnitude 

parameter governed the intensity of these 

transformations, guaranteeing that they successfully 

modified the images while maintaining the integrity 

of the objects [eqn 3]. 

Figure 1. Mixup Augmentation 
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�̅�  =  𝑇𝑖𝑁
(𝑇𝑖𝑁−1

(… 𝑇𝑖1
(𝓍; 𝑀) … ; 𝑀); 𝑀)    (𝑒𝑞𝑛 3) 

 

3.3 Results of Augmentation 

The application of these augmentation techniques 

resulted in an increase in dataset size from 3,981 

images to 4,500 images, maintaining an equal 

distribution of 1,500 samples per class. The 

balanced dataset facilitated effective learning across 

all classes, enhancing the model's capability to 

identify pests under various conditions [Fig 3].  

 

 
Figure 3. Augmented Dataset Distribution 

3.4 Model Identification 

3.4.1 YOLOv8 

YOLOv8 [Fig 4] represents an important 

improvement in the YOLO (You Only Look Once) 

series of object detection models, featuring various 

architectural enhancements aimed at improving 

performance and efficiency. The network causes with 

an input layer that accommodates images sized 

1x3x640x640, reflecting the batch size, channel 

count (RGB), and spatial dimensions in that order. 

The structure of YOLOv8(Thakur et al., 2023)(Rizk 

& Bayad, 2023)(Yi et al., 2024)(Wang et al., 2023) 

complies to a hierarchical feature extraction approach, 

initiating with Conv1 (1x16x320x320) and gradually 

decreasing spatial dimensions while enhancing the 

depth of features.  

This is accomplished by using a sequence of 

convolutional layers (Conv1 to Conv7) interspersed 

with C2f blocks, which represent modified Cross 

Stage Partial Network (CSP) modules aimed at 

enhancing feature extraction. The initial layers 

identify fundamental characteristics such as edges 

and textures, whereas the subsequent layers develop 

more intricate, abstract illustrations of objects. 

An important architectural feature is the arrangement 

of various detection heads (P3, P4, and P5) placed at 

distinct scales within the network. These detect heads 

are carefully engineered to accommodate objects of 

different dimensions - P3 for smaller items, P4 for 

those of medium size, and P5 for larger entities. This 

multi-scale detection method greatly enhances the 

model's capacity to identify objects of varying sizes 

within a single image. The network uses multiple 

upsampling and concatenation processes to combine 

features from various scales.  

The connections illustrated in the diagram via 

"Upsample + Concat" blocks facilitate the model's 

ability to preserve fine-grained spatial details from 

earlier layers alongside semantic information from 

deeper layers. The SPPF module, with dimensions 

1x256x20x20, improves the network's capability to 

manage objects of differing sizes through the 

application of pooling at multiple scales. 

The final output layer (1x84x8400) shows the 

model's predictions, (Yi et al., 2024)with 84 channels 

generally associated with object class predictions, 

bounding box coordinates, and objectness scores, 

while 8400 denotes the number of possible object 

predictions. This output format allows for the 

simultaneous prediction of multiple objects in one 

forward pass, preserving the characteristic speed of 

YOLO while enhancing accuracy through 

architectural improvements. 

Across the network(Terven et al., 2023), different 

convolutional layers modify the feature dimensions, 

with sizes varying from 320x320 at the input to 

20x20 in the deeper layers. The model employs a 

variety of concatenation operations (Concat1 and 

Concat2) to integrate features from multiple 

processing paths, facilitating a comprehensive 

feature representation for exact object detection. The 

alternating arrangement of convolutional layers and 

C2f blocks contributes to the development of a strong 

feature structure, all while ensuring computational 

efficiency is preserved. 

Figure 2. RandAugment Augmentation 
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Figure 4. Yolov8 Backbone Architecture 

 

3.4.2 YOLOv9

YOLOv9 (Lu & Wang, 2024) [Fig 5] indicates an 

important shift in architectural philosophy, 

departing from the trend of simply increasing 

network depth and focusing on the optimization of 

simpler architectural elements. This model presents 

notable advancements that set it apart from 

YOLOv8, especially regarding its foundational 

components and the management of information 

flow. 

The addition of reversible functions and 

programmable gradient information marks a 

significant architectural advancement in YOLOv9. 

The model addresses information loss using a 

mathematical framework articulated as 

I(X, X)  ≥  I(X, fθ(X))  ≥  I(X, gϕ(fθ(X)))   (eqn 4) 

(where, I(X,X) is Maximum information available in 

the original data, I(X,fθ(X)) is Information retained 

after the first transformation and I(X,gϕ(fθ(X))) is 

Information retained after the second 

transformation), ensuring that each transformation 

preserves mutual information between the original 

and transformed data. 

This represents an important change from the direct 

feature pyramid network methodology employed by 

YOLOv8. The basic elements of YOLOv9 went 

through a redesign, as illustrated in the architectural 

diagram. The Conv block has been updated to 

feature a streamlined series of convolution, batch 

normalization, and SiLU activation function. The 

introduction of RepConv blocks enhances this 

approach, utilizing parallel convolution paths along 

with SiLU activation, which offers improved feature 

extraction capabilities in comparison to the C2f 

blocks of YOLOv8. 

An important advancement is the RepNBottleNeck 

structure, which incorporates skip connections 

around a RepConvN block, succeeded by 2D 

convolution. This design facilitates the smooth flow 

of information and effectively tackles the bottleneck 

challenges commonly encountered by deeper 

networks such as YOLOv8. The architecture utilizes 

multilevel auxiliary branches and deep supervision 

methods to enhance gradient flow during training, a 

characteristic absent in YOLOv8 (Thakur et al., 

2023). 

The RepNCSP module in YOLOv9 signifies a 

refined advancement of the CSP (Cross Stage 

Partial) modules implemented in YOLOv8. The 

architecture comprises parallel processing paths 

featuring convolutional blocks, RepNBottleNeck 

components, and concatenation operations, which 

together enhance the efficiency of the feature 

extraction process. This design enhances the 

preservation of information while ensuring 

computational efficiency is maintained. 

GELAN (Gradient Enhancement and Loss 

Attenuation Network) represents a significant 

advancement in YOLOv9, distinguishing it from 

YOLOv8(Yang et al., 2023). This component 

facilitates the management of gradient information 

flow and addresses the challenges associated with 

deep network training using its auxiliary to reversal 

branch mechanism. The design employs partitioned 

blocks and concatenation operations to enhance the 

management of feature flow and integration. 
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The overall structure highlights efficiency and 

information preservation using its reversible 

functions and programmable gradient information, 

rendering it more advanced in addressing the 

conventional challenges faced by deep neural 

networks in comparison to YOLOv8(Thakur et al., 

2023)(Rizk & Bayad, 2023)(Yi et al., 2024)(Wang 

et al., 2023). YOLOv8 emphasized depth and 

conventional feature pyramid networks, whereas 

YOLOv9 prioritizes the optimization of each 

component's functionality through innovative 

architectural elements. This represents a shift 

towards more efficient and theoretically sound 

design choices that tackle the limitations of deeper 

networks while preserving or enhancing detection 

performance. 

 
Figure 5. Yolov9 Architecture Diagram

3.4.3 YOLOv10

YOLOv10 [Fig 6] indicates an important 

development in object detection architecture, 

designed specifically to improve model 

compatibility and minimize latency on mobile 

devices. At its core, YOLOv10 presents an 

innovative dual-head detection system that 

significantly alters the approach to object detection 

on devices with limited resources. 

The design of YOLOv10 revolves around its 

significant dual-head system, comprising a One-to-

Many Head and a One-to-One Head. The One-to-

Many Head provides comprehensive supervision 

throughout the training process, enabling numerous 

predictions to align with ground truths. In contrast, 

the One-to-One Head utilizes a streamlined 

matching approach that removes the necessity for 

Non-Maximum Suppression (NMS) during 

inference. This represents a notable shift from the 

conventional methodology of YOLOv9, which 

depended on RepNBottleNeck and RepNCSP 

modules for feature processing, subsequently 

utilizing NMS for post-processing. 

One of YOLOv10's major advancements is its 

lightweight classification head, which presents a 

new method for feature processing. In contrast to the 

concatenation-based feature fusion utilized by 

YOLOv9, YOLOv10 separates spatial and channel 

operations. The approach employs pointwise 

convolutions to adjust the channel dimensions and 

depthwise convolutions for spatial reduction, 

leading to a significant reduction in computational 

overhead without affecting feature quality. 

YOLOv10 presents the Partial Self-Attention (PSA) 

module, offering a more efficient option compared 

to conventional attention mechanisms. YOLOv9 

used traditional convolution blocks and feature 

concatenation, whereas YOLOv10's PSA employs a 

selective self-attention mechanism to divide features 

and strategically positions attention modules post 

Stage 4, enabling effective global feature modeling 

while maintaining a manageable computational cost. 

The model incorporates various mobile-optimized 

components that differentiate it from YOLOv9. The 

approach involves the strategic application of 7×7 

depthwise convolutions in the deeper layers, the 

implementation of structural reparameterization 

with 3×3 convolution branches throughout the 

training process, and the incorporation of adaptive 

scaling that is dependent on the model size. The 

implemented optimizations lead to a known 

decrease in latency for mobile devices, all while 

ensuring that detection performance remains 

competitive. 
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A significant advancement in YOLOv10 is its 

reliable matching metric across both the one-to-

many and one-to-one heads. This integrated method 

guarantees that the best samples chosen by the one-

to-many head in training are equally suitable for the 

one-to-one head throughout inference, building a 

more integrated training process that improves 

overall performance without having extra inference 

costs. 

The architectural advancements in YOLOv10 mark 

an important transition towards mobile-centric 

object detection, highlighting efficiency and real-

world application factors while ensuring high 

detection precision. YOLOv9 emphasized 

enhancements in overall performance via advanced 

feature processing, whereas YOLOv10's specific 

optimizations render it especially appropriate for the 

increasing need for efficient, mobile-compatible 

object detection models. 

Figure 6. Yolov10 Architecture Diagram 

3.4.4 YOLOv11 

YOLOv11 (Khanam & Hussain, 2024) [Fig 7] 

presents three significant architectural 

advancements: the C3K2 block, the SPFF (Spatial 

Pyramid Pooling Fast) module, and the C2PSA 

(Cross Stage Partial with Spatial Attention) block. 

Every one of these components contributes an 

individual part in improving detection capabilities 

while ensuring efficient inference. 

The C3K2 block (Fig 7) signifies a progression in 

the methodology of feature extraction. The features 

are processed(He et al., 2024) using a sequence of 

3×3 kernel convolutions (C3K blocks) followed by 

a concatenation operation. This contrasts with 

YOLOv10's methodology of using lightweight 

classification heads alongside decoupled spatial-

channel operations. The C3K2 block is designed to 

enhance computational efficiency by using smaller 

kernels, all while preserving the quality of features. 

The SPFF module represents a notable shift from the 

feature processing methodology used in YOLOv10.  

YOLOv10 utilized a dual-head system for detection, 

whereas YOLOv11 includes the SPFF module, 

which features a pyramid structure of MaxPool2d 

operations succeeded by concatenation. The image 

illustrates how it processes features through various 

pooling layers, combining them effectively. This 

approach allows for superior multi-scale feature 

handling in contrast to the more basic feature 

processing of YOLOv10. 

The C2PSA block represents an important 

advancement, offering a more refined attention 

mechanism in contrast to the Partial Self-Attention 

(PSA) used in YOLOv10. The C2PSA block, shown 

in the image, divides the input features and channels 

them through two PSA modules before the 

concatenation. This contrasts with the approach 

taken by YOLOv10, which uses selective attention, 

providing enhanced spatial attention capabilities. 

Regarding the design of the detection head, 

YOLOv11 adopts a distinct method compared to the 

dual-head system of YOLOv10. Rather than 

concentrating on NMS-free inference as seen in 

YOLOv10, YOLOv11 utilizes a multi-scale 

prediction approach that incorporates three feature 

maps (P3, P4, and P5) to effectively manage objects 

of varying scales. This offers enhanced detection 

capabilities in a more comprehensive way than 

YOLOv10's focus on mobile optimization. 

The architecture of YOLOv11 indicates a return to 

prioritizing performance optimization, while 

maintaining a level of efficiency, which stands in 

contrast to the emphasis on mobile device 

optimization (He et al., 2024)(Soudeep et al., 

2024)seen in YOLOv10. YOLOv10 focused on 

minimizing latency with its dual-head system and 

lightweight operations, whereas YOLOv11 brings in 

advanced feature processing and attention 

mechanisms to improve detection accuracy across 

various scales. 
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Figure 7. Yolov11 Architecture Diagram 

4. Results and Discussion 

The experimental evaluation of YOLOv8, YOLOv9, 

YOLOv10, and YOLOv11 for pest detection 

showed significant variations in performance 

metrics, offering significant insights into their 

efficiency in agricultural pest monitoring 

applications. This section provides an in-depth 

examination of the models' performance through 

various evaluation metrics, such as precision, recall, 

F1-score, mean Average Precision (mAP), and 

accuracy. 

 

4.1 Precision Analysis 

Major variations in precision metrics were observed 

among the various model versions. YOLOv11 

demonstrated the highest precision at 0.932, with 

YOLOv9 following at 0.834, and YOLOv10 at 

0.759. YOLOv8, even after various optimization 

efforts, reached a precision of 0.687, highlighting 

difficulties in reducing false positive detections. The 

findings indicate that the architecture of YOLOv11 

demonstrates a higher reliability in accurately 

identifying pests while minimizing the occurrence of 

false alarms. 

 

4.2 F1-Score and Threshold Analysis 

An analysis of the F1-score identified unexpected 

trends in the performance of the model regarding 

confidence thresholds. YOLOv9 acquired a 

remarkable F1-score of 0.96 at a threshold of 0.452, 

while YOLOv11 followed closely with a score of 

0.95 at 0.298, and YOLOv10 recorded a score of 

0.94 at 0.388. YOLOv8, even after multiple 

optimization efforts, achieved an F1-score of 0.81 at 

a threshold of 0.425, highlighting considerable 

potential for enhancement in its detection 

performance. 

 

4.3 Recall Performance 

A distinct pattern was observed in the recall metrics, 

as all models attained an ideal recall score of 1.0 at 

the lowest threshold (0.000). At practical operating 

thresholds, YOLOv8's recall decreased more 

significantly, reaching only 0.78 at standard 

operating thresholds, whereas other models 

exhibited better results at elevated thresholds. 

4.4 Mean Average Precision (mAP@0.5) 

The mAP@0.5 scores indicated that YOLOv9 was 

in the lead with a score of 0.959, while YOLOv11 

took highly at 0.952 and YOLOv10 at 0.951. 

YOLOv8 exhibited a reduced performance level, 

attaining a mAP of 0.822, which highlights 

difficulties in maintaining accurate identification 

abilities under different conditions. The observed 

variations in mAP scores indicate significant  

differences in the models' effectiveness in 

addressing various pest detection scenarios.  

 

4.5 Accuracy Metrics 

In terms of overall accuracy, YOLOv9 exhibited 

outstanding performance with 93% accuracy, while 

YOLOv11 followed with 89.1% and YOLOv10 

achieved 85%. YOLOv8 attained just 77.5% 

accuracy, despite numerous optimization efforts. 

The significant variations in accuracy scores 

distinctly highlight the overall performance of the 

models in practical pest detection situations. 
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4.6 Model Efficiency Analysis 

 Although the experimental data did not fully 

document latency measurements, the extensive 

performance metrics indicate that YOLOv9 

provides the most balanced combination of accuracy 

and detection reliability. The performance of 

YOLOv8 across various metrics suggests possible 

constraints in its architecture for pest detection 

applications, even though it is a recognized model 

within the YOLO family [Fig 8 - 11]. 

 4.6.1 Comparative Analysis and Practical 

Implications 

The findings indicate that YOLOv9 consistently 

surpasses other models in various metrics, achieving 

the highest accuracy and mAP scores. YOLOv11 

shows outstanding precision capabilities, whereas 

YOLOv10 continues to exhibit competitive 

performance across all metrics. The limitations of 

YOLOv8 in practical applications indicate a 

necessity for substantial architectural adjustments or 

parameter optimization [Table 3]. 

Table 3 Metrics of Comprehensive Analysis of YOLO-S Model Family

The spider graph illustrates a comparative analysis 

of YOLOv8 through YOLOv11 across key 

performance metrics, including precision, accuracy, 

recall, F1-score, and mean average precision 

(mAP@0.5). YOLOv11 demonstrates an overall 

improvement in most metrics, highlighting 

advancements in detection capabilities and model 

robustness. The graph visually captures the 

progressive enhancement from YOLOv8 to 

YOLOv11, with notable gains in recall and 

mAP@0.5. These findings underline the consistent 

refinement of the YOLO architecture to achieve 

superior object detection performance while 

balancing accuracy and computational efficiency. 

Metrics YOLOv8 YOLOv9 YOLOv10 YOLOv11 

Precision 0.687 0.834 0.759 0.932 

F1- Score 0.81 @ 0.425 0.96 @ 0.452 0.94 @ 0.388 0.95 @ 0.298 

Recall 0.78 1 1 1 

PR – mAP @0.5 0.822 0.959 0.951 0.952 

Accuracy 0.775 0.93 0.85 0.89 

Figure 8 Performance Comparison of YOLO Models 
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Figure 9 YOLOv8 Latency per Frame Graph

The latency vs. frame number graph provides an in-

depth evaluation of the real-time performance of 

YOLO models across multiple versions. Among the 

analyzed versions, YOLOv9 emerges as the most 

efficient, achieving significantly lower latency 

while simultaneously processing a higher number 

of frames compared to YOLOv8, YOLOv10, and 

YOLOv11. This superior performance highlights 

YOLOv9's ability to optimize computational 

efficiency without compromising speed, which is a 

crucial factor in time-sensitive applications. The 

model's capability to balance rapid processing with 

consistent performance makes it particularly well-

suited for real-time object detection scenarios, such 

as autonomous navigation, surveillance, and live-

stream analytics. In contrast, while YOLOv8, 

YOLOv10, and YOLOv11 demonstrate 

competitive performance, they fall short in 

achieving the same throughput-latency equilibrium 

as YOLOv9. These results emphasize YOLOv9's 

advancements in architecture and algorithm 

optimization, positioning it as a leading choice for 

latency-critical tasks where delays can have 

significant operational impacts. 

 

4.6.2 Throughput vs. Accuracy Analysis of 

YOLO Models 

 

The GPU Throughput vs. Accuracy graph 

highlights the performance trade-offs across 

YOLOv8 to YOLOv11. YOLOv8 achieves the 

highest throughput, processing up to 2400 frames 

per second (FPS), but its accuracy is limited to 

around 80%, making it ideal for applications 

prioritizing speed over precision. YOLOv9 stands 

out by offering the best balance between throughput 

and accuracy, maintaining a competitive 

throughput of approximately 2200 FPS while 

achieving close to 95% accuracy. YOLOv10 shows 

a moderate trade-off, with slightly reduced 

throughput and accuracy compared to YOLOv9, 

making it less favorable for high-performance 

demands. YOLOv11, while delivering the highest 

accuracy among all models (surpassing 95%), 

operates at a lower throughput, around 1000 FPS, 

making it more suitable for precision-critical tasks 

where speed is less of a concern. This analysis 

underscores the versatility and progression of the 

YOLO models in adapting to varying application 

needs Figure 12. 

 

Figure 10 YOLOv9 Latency per Frame Graph 

Figure 11 YOLOv10 Latency per Frame Graph Figure 12 YOLOv11 Latency per Frame Graph 
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Figure 12. GPU Throughput vs Accuracy for YOLO models  

4.6.3 Inference Time(ms) vs  Yolo Models 

The graph illustrates the inference time per model 

for YOLOv8 to YOLOv11, measured in 

milliseconds (ms), providing insight into the 

computational efficiency of each version. YOLOv8 

exhibits the lowest inference time, approximately 

3.5 ms, showcasing its optimized architecture for 

rapid processing, making it well-suited for real-

time applications such as video surveillance or 

autonomous systems. YOLOv9, while slightly 

slower at around 4.0 ms, achieves a balanced trade-

off between speed and accuracy, likely due to 

enhancements in its detection layers and feature 

extraction mechanisms, which slightly increase 

computational overhead. YOLOv10 further 

increases inference time to approximately 5.0 ms, 

reflecting the addition of more complex layers or 

refined post-processing steps aimed at improving 

detection precision. YOLOv11, with the highest 

inference time of around 5.5 ms, likely incorporates 

more advanced algorithms or higher-resolution 

feature maps, prioritizing accuracy and robustness 

over speed. This progressive increase in inference 

time across the models highlights the trade-offs 

between computational efficiency and the pursuit of 

enhanced accuracy and detection performance 

Figure 13.

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 13 Inference Time(ms) vs YOLO Models 
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4.6.4 YOLOvM: Advancing Object Detection 

Efficiency and Precision 

 Having explored the performance of YOLO 

models from YOLOv8 to YOLOv11, it is evident 

that advancements in their architectures and 

optimizations have significantly contributed to 

object detection efficiency and precision. YOLOv9 

stood out for its balanced performance across 

metrics, YOLOv10 excelled in mobile device 

optimization, and YOLOv11 showcased 

remarkable precision enhancements. 

Building on this trajectory of innovation, we now 

delve into YOLOvM. This new iteration is designed 

to address key challenges identified in previous 

versions, such as maintaining high detection 

accuracy while improving computational efficiency 

and adaptability. Below, we present a comparative 

table summarizing the metrics of the YOLO model 

family, including YOLOvM, to provide a 

comprehensive view of their relative performance. 

 

Table 4 Metrics of Comprehensive Analysis of YOLO-M Model Family

  

 

Figure 14 Performance Comparison of YOLO Models 

 

The spider graph illustrates a comparative analysis 

of YOLOv8 through YOLOvM across key 

performance metrics, including precision, accuracy, 

recall, F1-score, and mean Average Precision  

(mAP@0.5). YOLOvM demonstrates an overall 

improvement across most metrics, highlighting 

significant advancements in detection capabilities, 

computational efficiency, and robustness. The 

graph visually captures the progressive 

enhancement from YOLOv8 to YOLOvM, with 

notable gains in precision and mAP@0.5, 

showcasing its optimized architecture and 

innovative feature extraction mechanisms. These 

findings emphasize the consistent refinement of the 

YOLO family 

4.6.5 Latency vs. Model Size Analysis (YOLO 

Series) 

The graph above illustrates the relationship 

between latency (ms) and model size (MB) across 

the YOLO series, from YOLOv8 to YOLOv11-M. 

As observed, there is a steady increase in latency 

Model Precision F1-score Recall 
PR-mAP 

@ 0.5 
Accuracy 

Yolov8-M 0.730 0.87 @ 0.450 0.85 0.860 0.775 

Yolov9-M 0.870 0.94 @ 0.440 1.0 0.950 0.910 

Yolov10-M 0.800 0.92 @ 0.400 1.0 0.945 0.870 

Yolov11-M 0.900 0.96 @ 0.310 1.0 0.948 0.880 
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corresponding to the growth in model size as the 

architecture evolves. YOLOv8 exhibits the smallest 

latency and model size, ensuring faster inference 

times but at the cost of reduced complexity. On the 

other hand, YOLOv11-M shows the highest latency 

and model size, indicating an emphasis on 

advanced detection capabilities and improved 

robustness, albeit with increased computational 

requirements. 

Notably, intermediate versions such as YOLOv9-M 

and YOLOv10-M strike a balance, providing 

moderate latency with enhanced detection 

performance. This trend underscores the consistent 

development of the YOLO series to cater to diverse 

use cases, where higher accuracy and feature 

complexity come at the cost of increased 

computational load. The latency vs. model size 

trade-off provides insights into selecting the 

appropriate YOLO model for applications based on 

performance and hardware constraints.

  

 

Figure 15. Latency Comparison of YOLO Models with Sizes 

 

 

 

4.6.6 Energy Consumption vs Model Size 

 

The area plot highlights the energy consumption of 

various hardware devices—RTX 3060, RTX 4060, 

Jetson Nano 2GB, and CPU—across different 

YOLO model sizes, ranging from YOLOv8 to 

YOLOv11-M. The RTX 4060 emerges as the most 

energy-efficient option, maintaining the lowest 

energy usage across all models, making it well-

suited for power-sensitive applications. The RTX 

3060 follows closely, offering slightly higher 

energy consumption but still proving efficient and 

practical for most tasks. In contrast, the Jetson Nano 

2GB shows the highest energy consumption, 

particularly with larger models like YOLOv11-M, 

making it less suitable for energy-constrained 

scenarios. The CPU starts with moderate energy 

usage but exhibits a steep increase as the model  

 

 

 

 

 

complexity grows, underscoring its inefficiency for 

computationally intensive operations. 

This trend highlights the importance of selecting 

hardware that balances energy efficiency with 

performance, particularly for real-time or edge 

applications. While GPUs like the RTX 4060 and 

3060 are ideal for high-performance tasks, their 

cost might be a factor in large-scale deployments. 

On the other hand, the Jetson Nano, despite its 

energy limitations, may still hold value for small-

scale embedded systems. Overall, the results 

underscore the necessity of aligning hardware 

choices with specific application requirements, 

particularly as YOLO models become more 

computationally demanding Fig 15. 

 



IJCA, Vol. 32, No. 2, June 2025  107 

  

Figure 16 Energy Consumption of YOLO Models with Sizes(mWh) 

 

The bar plot illustrates the resource utilization 

percentages of different hardware devices—CPU, 

RTX 3060, RTX 4060, and Jetson Nano 2GB—

across various YOLO-M model versions, ranging 

from YOLOv8-M to YOLOv11-M. The Jetson 

Nano 2GB consistently displays the highest 

resource utilization, often nearing or reaching 

100%, indicating that it struggles to handle the 

computational demands of these models, 

particularly as they grow in complexity. On the 

other hand, the RTX 3060 and RTX 4060 exhibit  

efficient resource utilization, with percentages 

ranging from 70% to 90%, where the RTX 4060 

slightly outperforms the RTX 3060 in terms of 

optimization and efficiency. The CPU, while 

showing the lowest utilization among all devices, 

demonstrates a steady increase as the model 

complexity escalates, reflecting its limitations in 

managing computationally intensive tasks. This 

analysis underscores the importance of selecting 

hardware based on the balance between resource 

efficiency and the computational demands of the 

YOLO-M models.

 

 
Figure 17 Resource Utilization of YOLO Model
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5. Ablation Study 

 

The SiLU (Sigmoid-Weighted Linear Unit) [Table 

3] activation function is known as an essential 

element in contemporary deep learning structures, 

due to its individual capacity to integrate 

smoothness with non-linearity. In contrast to 

conventional activation functions like ReLU, SiLU 

provides a continuous and smooth gradient flow, 

maintaining this characteristic even for small or 

negative input values.  

This property tackles significant challenges like 

vanishing gradients and dead neurons, rendering it 

especially effective for training deep neural 

networks. Ensuring smooth gradient propagation 

across layers, SiLU plays a crucial role in 

enhancing stability and efficiency during training, 

particularly in architectures characterized by a large 

number of layers [Eqn 5]. 

A significant advantage of SiLU is its capacity to 

preserve some information from negative input 

values, in contrast to ReLU, which entirely 

eliminates them. This feature enables the model to 

identify deeper and subtle patterns within the data, 

leading to improved learning processes and a more 

accurate depiction of complex characteristics. The 

retention of negative input information has an 

essential part in tasks that demand precise pattern 

recognition, thereby enhancing the overall 

performance of the model. 

SiLU shows improved convergence features, 

mainly assigned to its smooth activation landscape, 

assisting in achieving improved optimization. This 

seamlessness not only speeds up training but also 

enhances the model’s ability to generalize well on 

unfamiliar data. Moreover, SiLU works effectively 

with contemporary optimization methods and 

normalization layers, enhancing its effectiveness in 

cutting-edge architectures. 

In summary, the implementation of the SiLU 

activation function markedly improves the 

endurance and effectiveness of neural networks. 

The smooth gradient flow, nuanced handling of 

input values, and compatibility with modern 

optimization strategies make it an essential option 

for those engaged in the development of advanced 

and reliable deep learning models.     

𝑓(𝑥) = 𝑥 ⋅ sigmoid(𝑥) =
𝑥

1 + 𝑒−𝑥
    (𝑒𝑞𝑛 5) 

x: The input to the activation function. 

sigmoid(𝑥): Scales the input within a smooth 

range of [0,1] [0, 1] [0,1] 

Table 5 Metrics of Comprehensive Analysis of 

YOLOv9 with ReLU and SiLU 

Metrics YOLOv9_relu YOLOv9_Silu 

Precision 0.788 0.834 

F1- Score 0.94 @ 0.408 0.96 @ 0.452 

Recall 1 1 

PR – mAP 

@0.5 
0.938 0.959 

Accuracy 0.82 0.93 

6. Conclusion 

This study provides a comprehensive assessment of 

various YOLO models (YOLOv8, YOLOv9, 

YOLOv10, and YOLOv11) focused on real-time 

pest detection in agriculture, emphasizing their 

accuracy, effectiveness, and adaptability to 

resource-limited settings. Among the models, 

YOLOv9 stands out as the most balanced performer, 

attaining the highest accuracy (93%), mAP @ 0.5 

(0.959), and a notable F1-score (0.96). YOLOv11 

exhibits remarkable precision (0.932), establishing 

it as a significant option for situations requiring 

high accuracy, whereas YOLOv10 reveals strong 

metrics, especially suited for latency-sensitive 

applications. In contrast, YOLOv8, even with its 

enhancements, depends short in terms of accuracy 

and recall, highlighting the necessity for additional 

architectural improvements. 

The integration of varied datasets and advanced 

augmentation methods greatly enhanced the 

reliability of these models, allowing for steady 

detection performance across numerous pest 

species and agricultural settings. The results 

highlight the significant impact that lightweight, 

high-accuracy models can have on sustainable pest 

management. These models facilitate accurate pest 

identification, minimizing pesticide excessive use, 

improving crop productivity, and helping 

immediate decision-making in precision farming. 

This study highlights the practical use of YOLO-

based detection systems while establishing the way 

for future advancements. Enhancing these models 

for improved efficiency, minimized latency, and 

range in various field conditions will be essential. 

These advancements have the potential to transform 

pest management practices, providing farmers with 

accessible, AI-driven tools for more intelligent and 

sustainable agricultural methods. 
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7. Future Research Implications and 

Limitations 

 

The comprehensive evaluation of these YOLO 

variants shows many possibilities for enhancement, 

especially concerning YOLOv8. Although 

alternative models exhibit solid performance across 

multiple metrics, there is still potential for 

improvement in particular aspects like threshold 

optimization and the reduction of false positives. 

The lack of comprehensive latency data indicates a 

necessity for a more detailed efficiency analysis in 

upcoming research endeavors. 

The findings offer significant insights for the 

implementation of agricultural technologies, 

indicating that YOLOv9 shows the most effective 

outcomes for pest detection applications, whereas 

YOLOv8 may need significant enhancements to 

reach similar performance levels. The investigation  

highlights the significance of comprehensive 

empirical assessment in choosing models for real-

world agricultural uses. 
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Abstract

Activity recognition often requires exploring what activities
individuals engage in and why these activities occur in specific
sequences, locations, and time intervals. Understanding
individual behaviours and mental states allows for recognising
complex, goal-oriented activities, predicting potential health
issues, and offering personalised recommendations involving
intentional actions. Our approach, which combines SPARQL-
based ontological querying with the cognitive perspective,
is a robust method that enhances accuracy and leads to
intuitive activity recognition. Our cohesive framework not
only effectively extracts relevant insights two complex datasets:
Orange4Home and CASAS Aruba, but also enables a deeper
exploration of human behaviour. This is achieved through the
integration of sensor data with a semantic model, facilitated
by our proposed structured Human Behavior Ontology
(HBOnt). The HBOnt converts unstructured sensor data
into a structured semantic model and incorporates important
contextual information, such as the activity’s time, location,
contributing to a complete understanding of human behaviour
in smart homes.

1 Introduction

The seamless integration of technology into daily life has
transformed our homes into intelligent spaces capable of
recognizing and interpreting a wide range of actions through
various sensors. This evolution has enabled the development
of Human Activity Recognition (HAR) systems, which play
a crucial role in applications such as personalized health
monitoring, behavioral analysis, home automation [1], elder
care [2], and more. By leveraging data collected from smart
devices, HAR systems aim to understand and predict human
behavior, providing valuable insights into user actions and
improving quality of life.

Deep Conventional HAR systems primarily focus on
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nadia.agti@univ-bba.dz

†Intelligent Systems and Cognitive Computing Laboratory. Email:
lyazid.sabri@univ-bba.dz

‡Department of Computer Science, College of Arts, Sciences and
Information Technology. Email: kazar.okba@gmail.com

recognizing activities using raw sensor data [3]. While these
systems are effective at identifying behaviors, they often
struggle to understand the context and motivations behind these
actions [4]. This lack of contextual comprehension can limit
the performance of HAR systems, particularly in complex
environments like smart homes, where activities are shaped
by various factors such as time, personal preferences, and
environmental conditions [5, 7].

Semantic approaches [4, 6] offer a promising solution to
this challenge by incorporating knowledge representation and
reasoning techniques into HAR systems. By leveraging
ontologies, a formal representation of domain knowledge
semantic HAR systems can transform raw sensor data into a
structured model that captures the relationships and contexts of
various actions [4]. Through the use of ontologies, sensor data
can be annotated and interpreted with higher level concepts and
connections, enabling a more comprehensive understanding of
the activities being performed.

The development and implementation of HAR systems
encounter numerous challenges across various contexts. In
smart home environments, the diverse range of activities
and variable human behaviors can lead to errors in activity
recognition. Individuals often perform similar tasks in
different ways due to environmental influences, personal
preferences, and habits. This unpredictability complicates the
accurate recognition of actions and increases the likelihood of
misunderstandings, ultimately reducing the overall reliability
of HAR systems.In the context of elder care, the ability
to detect subtle changes in daily routines is crucial for
timely assistance to elderly individuals. Traditional HAR
systems may struggle to recognize these nuances, potentially
leading to missed opportunities for intervention in critical
situations. For example, changes in an elderly person’s
eating or sleeping patterns may indicate underlying health
issues; however, without adequate detection tools, these changes
may go unnoticed, jeopardizing the individual’s well-being.
Furthermore, accurately tracking health-related behaviors, such
as medication adherence and physical activity levels, is
essential for personalized health monitoring. Achieving this
requires a comprehensive understanding of context, as the
relevance of activities is significantly influenced by various
factors, including the user’s emotional state, the time of

ISCA Copyright© 2025
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day, and the environment. These contextual characteristics
are crucial for generating personalized health insights and
recommendations but are often overlooked by current HAR
systems. Ultimately, comprehending the reasons behind
human actions is intrinsically intricate and usually necessitates
extensive contextual details. Because they only use raw sensor
data, traditional HAR systems could miss crucial contextual
linkages that affect activity patterns. Without this knowledge,
computers’ capacity to interpret user behavior meaningfully is
constrained, eventually reducing their usefulness in context-
aware computing and behavioral analytic applications.

To overcome these challenges, we present a unique semantic
approach to human activity identification and analysis in smart
homes using the CASAS Aruba dataset [8], and Orange4Home
dataset [37]. Our approach employs ontology-based knowledge
representation techniques to map unstructured sensor data to
a structured semantic model. This transformation converts
unstructured readings into RDF triples that encapsulate the
semantic meaning of the data. By leveraging SPARQL, a query
language tailored for RDF data, we can derive comprehensive
insights into activity sequences, contextual elements, and
behavioral patterns.

Human behavior analysis requires understanding the
cognitive processes and contextual factors influencing various
activities. We propose a systematic approach to examine human
activities using ontology-driven data extraction. By leveraging
the HBOnt ontology, we aim to uncover the complexities and
interrelations of human activities, providing insights into the
cognitive motivations behind them.

The HBOnt ontology helps represent and organize knowledge
of human activities, capturing relationships among concepts
within this domain. This formal structure enables effective
data integration and reasoning, offering a framework for
understanding diverse activities and the factors that influence
them.

Our goal is to develop a comprehensive understanding of
the motivations and contexts surrounding various activities. By
analyzing the relationships between activities, their durations,
and contextual factors, we aim to generate insights that inform
interventions and support systems to improve well-being.

The contribution of our work lies in establishing a novel
framework for ontology-based human activity analysis using
SPARQL queries. This approach enhances data analysis
granularity and fosters a deeper understanding of cognitive
processes. By enabling nuanced queries, we offer a richer
exploration of human behavior beyond traditional activity
recognition.

Understanding behavior also requires exploring why
activities occur in specific sequences, locations, and times. Our
ontology-based queries delve into these cognitive motivations,
enabling insights into decision-making and routine formation.
Through SPARQL, we can analyze activity data with greater
precision, such as examining how environmental factors
impact sleep duration and quality. This method opens new
opportunities for studying various activities, including work,

exercise, social interactions, and leisure.
The rest of this paper is organized as follows: Section 2

provides a survey of relevant work in the field. In Section 3, we
describe our proposed framework for human activity analysis,
including the data used and the method details. Section 4
discusses the experiments conducted and presents the outcomes.
Finally, Section 6 concludes the paper and suggests potential
avenues for further investigation.

2 Related work

Recent research in human activity recognition for smart
homes has leveraged sensor data to analyze user behavior.
Traditional machine learning approaches have demonstrated
effectiveness but often struggle with complex activity
relationships. Advanced models, such as the Depthwise
Separable Convolutional Neural Network (DS-CNN) [9],
improve efficiency by separating spatial filtering and feature
combination, yet may lack contextual awareness in dynamic
environments. Similarly, Deep Recurrent Neural Networks
(DRNNs) [10] have been employed for temporal pattern
recognition using mobile sensors, achieving high precision
but facing limitations in generalizing to diverse real-world
settings. These studies highlight the need for models that
balance efficiency, contextual reasoning, and adaptability to
heterogeneous sensor data.

Explainable Artificial Intelligence (XAI) methods, such
as LIME, SHAP, and Anchors, have been integrated into
activity recognition frameworks to generate natural language
justifications [11]. However, achieving a balance between
transparency and trust remains challenging, as SHAP may
inadvertently reduce user confidence. A fine-tuning approach
[12] enhances recognition accuracy by mapping activities
into vector representations via Word2Vec, enabling efficient
knowledge transfer and reducing annotation efforts. Despite its
benefits, this method may not fully capture behavioral variations
across different smart home environments, and reliance on open
datasets limits adaptability to real-world scenarios.

In [13], ESP32 Wi-Fi devices are used to collect Channel
State Information (CSI) for real-time human activity recognition
in smart homes, leveraging IoT and edge computing for low-
latency analysis. Lightweight machine learning and basic
statistical methods are applied for effective recognition, but
the simplicity of the features may limit accuracy, especially
in handling complex activities or user behavior variations.
Similarly, [14] proposes a probabilistic neural network for
distinguishing typical and atypical behaviors using sensor
data. An H2O autoencoder detects anomalies based on
event attributes and durations, but its reliance on boxplots for
anomaly ground truth may reduce reliability, and the lack of
a comprehensive evaluation framework limits generalizability
across varied real-world scenarios.

In [16], a hybrid 4-layer CNN-LSTM architecture is proposed
to enhance human activity recognition (HAR) performance.
Although the model offers improvements, its ability to handle
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diverse user behaviors and contextual variations across different
environments may limit its practical applicability. In [15],
a spatial distance matrix and a Sensor Data Contribution
Significance Analysis (CSA) are introduced to evaluate sensor
impact on behavior recognition. The HAR WCNN algorithm
utilizes a wide time-domain CNN for multi-environment sensor
data, but like the previous approach, it may struggle with
contextual variations and human behavior differences in real-
world smart home settings.

Incorporating semantic techniques into human activity
recognition (HAR) systems offers higher-level interpretation of
sensor data, enabling a more structured and comprehensible
understanding of activities [4]. By using ontologies and
semantic analysis, HAR systems can reason and model actions
effectively [26]. Several studies demonstrate how raw sensor
data can be transformed into relevant activity descriptions using
semantic models like RDF and SPARQL [27, 28]. These
systems excel at contextualizing activities by linking objects,
actors, and environments. However, traditional ontologies,
which emphasize structure, often lack behavioral components.
Larhrib et al. [21] propose incorporating behavior flow
concepts into ontologies, improving validation and testing
processes. Furthermore, ontology-based HAR systems [29]
facilitate the modeling of human activities, temporal linkages,
and hierarchical action dependencies, offering great potential
for inferring higher-level behavior in environments like smart
homes, where activities are ordered in time and space.

Ni et al. [20] propose a human activity representation model
for smart homes, crucial for discreet wellness monitoring,
especially for older adults. Developed using the NeON
methodology, the model consists of three ontology categories:
users, smart home contexts, and Activities of Daily Living
(ADL). It employs the DOLCE+ DnS Ultralite (DUL)
ontology as an upper ontology, ensuring high reusability and
compatibility across different smart home applications.

Context-aware systems enhance HAR by utilizing real-
time environmental data to infer human activities more
accurately [22]. These systems reason across multiple
contextual dimensions, such as time, location, and object
proximity, to identify complex, multi-step tasks. They
integrate inference mechanisms to dynamically update their
environmental understanding and adjust predictions based on
changing conditions. Moulouel et al. [23] introduce an
ontology-based framework for identifying user context and
detecting anomalies in ambient intelligence systems. Their
approach leverages event calculus in answer set programming
(ECASP), integrating machine learning, probabilistic planning,
and common-sense reasoning. To manage uncertainty,
the framework employs probabilistic fluents and a partially
observable Markov decision process (POMDP). Additionally,
the authors propose a hybrid technique [25] that combines deep
learning with probabilistic commonsense reasoning for action
prediction in ambient intelligence (AmI) environments. Deep
learning models recognize human hands, interior locations, and
environmental objects, while ECASP incorporates probabilistic

fluents for reasoning. An ontology-based representation of the
user’s surroundings enables temporal projection and abductive
reasoning, contributing to an explainable artificial intelligence
(XAI) approach. HAR research, informed by cognitive
psychology [24], extends beyond motion detection to infer
cognitive states and goals, enhancing behavioral analysis. This
multidisciplinary approach advances applications in health and
well-being.

Existing HAR techniques still have limitations despite
significant progress. Many systems struggle to manage
complex, overlapping tasks, and scaling these systems in
larger smart home contexts remains a challenge. Furthermore,
ongoing issues with sensor accuracy, unbalanced datasets, and
real-time processing restrict the use of HAR systems in practical
applications. As research progresses, these issues must be
addressed to develop reliable and effective HAR systems that
can meet a range of user demands and seamlessly integrate into
smart homes.

3 Method

This section details the proposed approach. It describes
the datasets used, preprocessing steps, model architecture, and
evaluation methodology.

3.1 Datasets description

To evaluate the proposed approach, we utilized two datasets:
the CASAS Aruba dataset and the Orange4Home dataset.
These datasets were selected due to their structured time-series
data and their ability to capture diverse activity and behavior
recognition scenarios.

The CASAS Aruba dataset, part of Washington State
University’s smart homes project, was compiled using thirteen
motion sensors, three door sensors, five temperature sensors,
and three light sensors, all installed in a single-occupant house.
Each recorded sensor event is timestamped to the second,
capturing data over several months. This continuous, real-
time observation documents the temporal evolution of daily
activities and offers a comprehensive understanding of daily
patterns. Over the course of 132 days, eleven distinct actions
were recorded. The structure of the Aruba dataset is detailed
in Table 2. It is important to note that certain behaviors are
more prevalent than others, resulting in an imbalance within the
dataset.

Given the large size of the dataset (1,048,576 rows),
preprocessing is necessary to handle missing data, filter out
irrelevant information, and prepare the data for mapping to the
ontology. Due to the very large quantity of data to process, we
used only the first four days of the Aruba dataset, which equals
20,897 events. Table 1 is a sample of the data in Aruba dataset
with the column specifications.

The second dataset, the Orange4Home dataset [37], was
selected due to its structured time-series data and complex



IJCA, Vol. 32, No. 2, June 2025 115

Table 1: Sample data from the CASAS Aruba dataset

Date Time Sensor Value Activity Log
2010-11-04 00:03:50.209589 M003 ON Sleeping begin
2010-11-04 00:03:57.399391 M003 OFF Sleeping begin
2010-11-04 00:15:08.984841 T002 21.5 Sleeping begin
2010-11-04 00:30:19.185547 T003 21 Sleeping begin
2010-11-04 00:30:19.385336 T004 21 Sleeping begin

Table 2: CASAS Aruba Dataset Structure

Column Name Description
Date The date when the sensor data was recorded.
Timestamp The exact time the data was captured.
Sensor ID Identifier for the sensor that recorded the data.
Sensor Value The value recorded by the sensor, varying by

type:

• M Type (Motion Sensor): ”On” or ”Off”.
• T Type (Temperature Sensor):

Temperature value.
• D Type (Door Sensor): ”Open” or

”Closed”.

Activity Type The activity being performed.
Activity Value Indicates whether the activity is beginning

(Begin) or ending (End).

multimodal nature, making it suitable for diverse activity and
behavior recognition scenarios.

The Orange4Home dataset provides approximately 180 hours
of multimodal data from a two-floor smart home, where a single
occupant performed daily activities over four consecutive work
weeks. It includes 17 annotated activities: Entering, Living,
Preparing, Cooking, Washing the dishes, Eating, Watching TV,
Computing, Using the toilet, Going up, Going down, Using the
sink, Showering, Dressing, Reading, and Napping. The datasetś
complexity, with wearable, object, and ambient sensors, enables
the evaluation of ontology-based reasoning and the SVM
classifier. To maintain consistency, the data was segmented
using a sliding window of 3 seconds, which balances fine-
grained activity detection with sufficient contextual information.

To ensure consistency and optimize the dataset for input into
our model, we applied a series of preprocessing steps tailored
to its characteristics. These steps included label encoding,
linear interpolation, normalization, segmentation, and one-hot
encoding.

The preprocessing of the Orange4Home dataset followed
a structured approach. The 17 activities were assigned
unique numerical labels using label encoding. To address
missing sensor readings, forward-fill interpolation was applied.
Continuous sensor values were then normalized to the range
[0,1]. Additionally, sensor fusion was performed by integrating
data from all available sensors into a unified feature matrix.
The data was subsequently divided into 3-second overlapping
windows, with the majority label assigned to each segment.
Finally, one-hot encoding was used to transform the activity

labels into binary vectors suitable for classification.
Table 3 summarizes the characteristics of the Orange4Home

dataset used.
To ensure robust evaluation, the dataset was split into 70%

training, 15% validation, and 15% testing. The training set was
used for model learning, the validation set for hyperparameter
tuning, and the test set for final performance assessment.

Table 3: Summary of Orange4Home dataset characteristics

Property Details

Sensor Types Wearable, object, and ambient sensors
Data Types Binary, integer, real number, categorical
Number of
Activities

17 annotated activities

Participants Single occupant
Preprocessing Normalization, segmentation into fixed-

size windows
Recording
Duration

180 hours over four consecutive work
weeks

3.2 Mapping the dataset to an ontology

This section explains the process of mapping information
from the smart home environment to an ontology that
semantically describes the relationships between actions,
sensors, and contextual components. This ontology provides
a structured framework for representing human activities and
their associated sensor data, enabling advanced querying and
inferencing.

Our ontology includes classes: Activity, ActivityTime,
Location, Sensor, Object, and Subject. The instances of
the subclasses of Activity distinguish occurrences of activities
based on their day and time of occurrence, allowing multiple
occurrences of the same activity across different days and times
of the day. Sensors are categorized into three types, each of
them linked to specific locations within the smart home.

These concepts are connected by different relationships:
occursOn, hasStartTime, hasEndTime, hasActivityLocation,
hasActor, hasTimeOfDay, hasSensorID, and other properties,
which capture the connections between activities, sensors, and
their contextual details. This ontology facilitates structured
semantic representations of the data, enabling advanced queries
and inference about human activity patterns.

• Activity (A ): Represents the human activities described in
the datasets. The class has the different activity types as
subclasses, and each of these subclasses has its occurrences
as instances based on the day and the time of occurrence.

• ActivityTime (D): Represents the day of the activity, and
the time of the day the activity is done.

• Location (L ): Represents the various spaces or rooms
where sensors are installed in the smart home.(e.g.,
Bedroom, Kitchen).
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Figure 1: Smart Home Layout Used for Orange4Home Dataset Collection [37]

Figure 2: General architecture of the proposed method
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• Sensor (S ): Represents the various types of sensors
installed in smart homes:

– DoorSensor (SD)
– MotionSensor (SM)
– TemperatureSensor (ST )

Individuals are created to correspond to the actual sensors
in the datasets for each type of sensor.

• Object (O): Represents the different objects involved in the
activities classified by the location the object can be found
in (e.g., desktop, toothbrush).

• Subject (SB): Represents the various subjects performing
the activities; in our datasets, we have a single subject.

These classes and subclasses are related using object and data
properties, from which we cite:

• hasActor (hasActivity : A → SB): Each occurrence of the
activities is linked to a specific Subject.

• occursOn (occursOn : A → D): Each Activity is linked to
a specific day and time of the day.

• isMonitoredBy (isMonitoredBy : A →S ): Each Activity is
associated with one or more sensors in the location where
it is monitored.

• hasActivityLocation (hasActivityLocation : A → L ):
Each activity occurrence is associated with a specific
Location in the smart home.

To capture the temporal aspects of activity occurrences,
we define the data properties: hasStartTime (hasStartTime :
A → xsd : dateTime) specifies the start time of each activity
occurrence, and hasEndTime (hasEndTime : AO → xsd :
dateTime) specifies the end time of each activity occurrence.
The XSD (XML Schema Definition), a World Wide Web
Consortium recommendation, specifies how to describe an
element formally. The xsd:dateTime is a Datatype of the XML
Schema language definition. One way to conceptualize time
values is as objects with integer-valued year, month, day, hour,
and minute attributes.

For each row in the datasets, we create instances of the class
Activity (A ) that capture contextual details (e.g., day, location,
start time, and end time, object). Activity occurences (AO)
are derived directly from the dataset’s activity labels. Each
occurrence of an activity is captured as an instance of Activity
subclasses, with associated temporal data using the properties
hasStartTime, hasEndTime and hasActivityLocation.

Sensors in the datasets are categorized into the
subclasses DoorSensor (SD), MotionSensor (SM), and
TemperatureSensor (ST ). Each sensor is represented as an
individual, with properties such as SensorID, Location, and
SensorType. Locations (L ) represent different rooms in the
smart home, and each sensor is linked to its respective location
through the property isInstalledIn.

Each Activity type (A ) is linked to an activityTime (D) and a
Location (L ), and is associated with a Subject (A ) through the

object properties occursOn, hasActivityLocation, and hasActor
respectivly.

The formal relationships can be expressed as follows:

∀a0 ∈A ,∃d ∈D ,∃l ∈L | occursOn(a0,d)∧hasActivityLocation(a0, l)
(1)

∀a0 ∈ A ,∃s ∈ SB | hasActor(a0,s) (2)

∀ao ∈ A | hasStartTime(ao, ts)∧hasEndTime(ao, te) (3)

The data is converted into RDF triples, semantically encoding
the connections between actions, their occurrences, and the
contextual components in the smart home via the structured
ontology mapping. This model facilitates the inference of
activity patterns and behaviors, enabling sophisticated SPARQL
queries. Figures 3 and 4 present an overview of the HBOnt-
Ontology taxonomy. The detail box highlights part of the
Stimulus-Sensor-Observation pattern in SSN [36]. To represent
sensor values in observations, the hasValue property was added
to the HBOnt ontology.

The locatedAt relation expresses proximity, for instance,
locatedAt (Person, Place, Time Interval) indicates a person
(Subject) being at a specific place during a given time interval.
The Sensor concept includes two properties: observes, which
describes sensor qualities (e.g., precision, resolution, response
time), and produces, which describes the sensor’s output
(e.g., temperature, brightness, position). A temperature sensor
(TemperatureSensor) has a unique identifier (Sensor ID), and
the locatedAt property can infer a person’s presence at a place
during a time interval.

The Observation concept represents contextual data from
sensors, with the observed property linking it to the Sensor
concepts in the SSN ontology. Our robust taxonomy-
based semantic model includes key contextual concepts such
as locatedAt, installedIn, and observed. Physical devices
like temperature and motion sensors are represented as
TemperatureSensor and MotionSensor, respectively. Each
sensor is uniquely identified by a Sensor ID, ensuring accurate
inferences of a Subject’s presence in a given space.

3.3 Human Behavior Analysis

Our SPARQL queries developed to examine human behaviors
and their connections within the framework of cognitive
psychology. These queries are designed to extract relevant
information from the ontology to help understand why
individuals engage in specific activities and the interactions
between various activities, contexts, and motivations. Each
query contributes to the broader analysis of cognitive processes
associated with activity sequences while addressing a distinct
aspect of human behavior.
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Figure 3: Main components of the HBOnt ontology to represent and organize knowledge about human activities.

Figure 4: Structure of the ontology, adding semantic contextual information for each recorded activity occurrence, and modelling the
relations of the concept Observation of the HBOnt ontology and the Subject and the Activity concepts.
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Retrieve Activities of a Subject

1 SELECT DISTINCT ?activity ?startTime ?

endTime

2 WHERE {

3 <http :// www.co-ode.org/ontologies/ont.

owl#Mary > ex:hasActivity ?activity .

4 ?activity ex:hasStartTime ?startTime ;

5 ex:hasEndTime ?endTime .

6 }

This query returns specific tasks along with their start and end
times for the subject. By identifying these behaviors, we can
gain insights into the precise steps the individual took during a
predetermined period. Understanding the sequence and duration
of these activities is essential for analyzing cognitive patterns
and behavioral motivations.

Filter Activities by Duration

1 SELECT DISTINCT

2 (STRAFTER(STR(? activity), "http ://www.co

-ode.org/ontologies/ont.owl#") AS ?

activityName)

3 ?startTime ?endTime

4 WHERE {

5 {

6 SELECT ?activity ?startTime ?endTime

7 WHERE {

8 <http :// www.co-ode.org/

ontologies/ont.owl#Mary > ex:

hasActivity ?activity .

9 ?activity ex:hasStartTime ?

startTime ;

10 ex:hasEndTime ?endTime

.

11 }

12 }

13 FILTER ((xsd:dateTime (? endTime) - xsd:

dateTime (? startTime)) > "PT6M"^^xsd:

duration) .

14 }

This query builds upon the previous one by restricting the
activities to those lasting more than a specified period of time.
By focusing on longer tasks, we can examine patterns that may
indicate deeper cognitive engagement or preference.

Identify Activity Sequences with Contextual Locations

1

2 SELECT DISTINCT ?activity1 ?startTime1 ?

endTime1 ?location1

3 ?activity2 ?startTime2 ?

endTime2 ?location2

4 WHERE {

5 <http :// www.co-ode.org/ontologies/ont.

owl#Mary > ex:hasActivity ?activity1 .

6 ?activity1 ex:hasStartTime ?startTime1 ;

7 ex:hasEndTime ?endTime1 ;

8 ont:hasActivityLocation ?

location1 .

9

10 <http :// www.co-ode.org/ontologies/ont.

owl#Mary > ex:hasActivity ?activity2 .

11 ?activity2 ex:hasStartTime ?startTime2 ;

12 ex:hasEndTime ?endTime2 ;

13 ont:hasActivityLocation ?

location2 .

14

15 FILTER (? activity1 != ?activity2) .

16 FILTER (xsd:dateTime (? startTime2) - xsd:

dateTime (? endTime1) <= "PT5M"^^xsd:

duration) .

17 }

This query retrieves the start and end times, as well as the
locations of the activity pairs completed by the subject ’Mary.’
By examining the temporal proximity of different activities and
their surrounding contexts, we can infer potential linkages and
reasons for the transitions between activities.

4 Experiments and Results

In this section, we evaluate the performance of our proposed
framework, utilizing Protégé for ontology development and the
GENA API in Java for implementation. The Human Behavior
Ontology (HBOnt) was constructed from the dataset and queried
using Apache Jena. The analysis, conducted on a machine
with an Intel i5 CPU and 8 GB RAM, provides insights into
human behaviors, particularly focusing on the sleep activity.
By examining pre- and post-sleep activities, we uncover how
daily routines and environmental conditions influence cognitive
states, such as emotional health and stress management.

The study finds that regular sleep patterns are associated
with cognitive strategies for stress management, aligning
with existing research on the importance of sleep regularity.
Additionally, the quality of sleep is linked to the nature
of preceding activities, such as calming versus stimulating
tasks, and the external environment, such as noise levels,
reinforcing the cognitive psychology perspective that behavior
and cognition are shaped by routines and surroundings.

SPARQL queries allow for detailed analysis of individual
activity patterns, such as those of ’Mary’ who shows a structured
daily routine involving meal preparation, relaxation, and sleep.
Query results reveal that activities like meal-preparation reflect
personal values, such as creativity or care, while a preference
for relaxation before bed suggests the importance of unwinding.
The analysis of activity transitions further indicates a structured
routine that balances rest and relaxation, highlighting the role of
behavioral consistency in promoting well-being.

According to cognitive theory, the duration and timing of
activities reveal underlying routines, physiological and mental
needs, and responses to external stimuli. Unlike short impulsive
acts, Query 1 screened for instances of the Relax activity,
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highlighting cases that show sustained focus or intentional rest,
which can indicate deeper cognitive engagement.

• Results for Query 1:
Activity: Relax 2024-07-04 1
Start Time: 2024-07-04T09:29:23
End Time: 2024-07-04T09:34:05
Activity: Relax 2024-07-06 1
Start Time: 2024-07-06T11:11:08
End Time: 2024-07-06T11:25:23

By demonstrating cognitive recovery strategies, extended
periods of relaxation align with the ideas of resource
management and cognitive balance. As shown in these cases,
longer or repeated rest intervals may indicate that the subject is
maximizing its recovery after exertion.

The brief pauses between activities shown in Query 3 may
indicate goal-driven behavior, where each activity aligns with
a particular need or objective. This aligns with cognitive
psychology’s view of motivation as a structured action in
response to external or internal stimuli.

• Results for Query 3:
Start Time: 2024-07-06T11:11:08
End Time: 2024-07-06T11:25:23
Activity Name: Relax 2024-07-06 1
Start Time: 2024-07-06T22:27:35
End Time: 2024-07-06T22:36:08
Activity Name: Relax 2024-07-06 6

The pattern of swiftly switching from Relax to other tasks,
such as Meal Preparation, might indicate adherence to set
schedules or routines linked to physiological requirements
(like hunger), implying that some tasks are prioritized due
to urgent, time-sensitive motives. This behavior aligns with
motivation theories, which suggest that people balance leisure
and obligations by performing specific tasks out of need or
habit.

As shown with Query 3, shifts in position and activity provide
information about behavior that adjusts to environmental
stimuli.

• Results for Query 3:
Start Time: 2024-07-06T18:29:36
End Time: 2024-07-06T18:41:18
Activity Name: Relax 2024-07-06 2
Location:Living
Start Time: 2024-07-04T16:36:10
End Time: 2024-07-04T17:06:00
Activity Name: Meal Preparation 2024-07-04 8
Location:Kitchen

In this instance, switching between tasks—for
example, from Relax in one area to Meal Preparation in
another—demonstrates cognitive flexibility. The ability
to modify behavior in response to contextual signals or
environmental resources is illustrated by this shift in tasks

across locations, which shows awareness of and reactivity to
the current environment. This flexibility is a key component of
cognitive flexibility, where behavior is both goal-oriented and
responsive to circumstances.

These examples illustrate a sample of our findings,
demonstrating how ontology-based querying allows us to infer
motivational states, evaluate behavior patterns, and detect
abnormalities. Our ability to identify effective patterns, spot
deviations that may indicate cognitive exhaustion, and recognize
behaviors consistent with motivational theories is enhanced by
the ontology framework.

Our ontology-based approach’s flexibility in handling novel
situations is one of its main benefits. Because ontologies
are inherently adaptable, new concepts and relationships can
be added with ease. This is essential for changing datasets
and behavioral contexts. Our method can be expanded by
adding additional classes or attributes in the ontology, providing
scalability and adaptability, in contrast to traditional deep
learning models that require costly retraining when fitted to new
activities.

In HAR, interpretability is crucial, especially when behavior
analysis is utilized to infer human intents. Because each
conclusion is backed up by specific rules and connections,
our ontology-based method provides great transparency and
makes the reasoning process traceable and explicable. On
the other hand, deep learning models are often referred to
as ’black boxes,’ having little interpretability concerning the
underlying decision-making process. The openness of our
approach facilitates the understanding of human behavior
patterns, making it especially useful for situations where
explainability is crucial.

The structure of our ontology models action sequences and
their relationships, allowing for a more thorough explanation
of human behavior. Our method can infer the motives
underlying sequences of actions, unlike methods that only
label individual activities (e.g., inferring ”preparing to sleep”
based on prior behaviors like ”brushing teeth” and ”changing
clothes”). Because standard machine learning models typically
lack the potential for such high-level thinking, this hierarchical
and relational knowledge provides insights that are difficult to
obtain.

A comparative overview of the main characteristics covered
above is provided in Table 5, which also highlights the benefits
of our ontology-based approach in HAR over deep learning-
based models that are frequently employed in the literature.

The table 4 compares the query efficiency between the
CASAS Aruba and Orange4Home datasets, focusing on how
efficiently the ontology-based system can handle large amounts
of data. For the CASAS Aruba dataset, which contains 11
activities, a total of 150 SPARQL queries were executed. The
system achieved an average query time of 0.25 seconds, with a
maximum query time of 0.35 seconds. The query complexity
for this dataset is classified as medium, indicating that the
queries are moderately complex but that the system can handle
them efficiently.
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Table 4: Comparative Analysis of Query Efficiency (CASAS Aruba and Orange4Home)

Dataset Number of Activities Number of SPARQL Queries Run Average Query Time (s) Max Query Time (s) Query Complexity
CASAS Aruba 11 150 0.25 0.35 Medium
Orange4Home 17 200 0.20 0.30 Medium

Table 5: Comparison of the proposed ontology-based approach
with different types of deep learning models in HAR

Metric Our
Proposed
Approach

Deep
Learning
Models

Accuracy of Inference High
correctness
in composite
activities

High in
predefined
labels [30]

Context Awareness Detailed
spatiotemporal
context

Limited to
training data
context [31]

Flexibility and Adaptability Easily
extensible
with new
concepts

Requires
retraining
for new
activities
[32]

Interpretability High, with
transparent
rules

Low, often a
”black box”
[33]

Query Execution Efficiency Rapid,
supports
real-time
inference

Slower, may
require
preprocessing
[34]

Behavioral Understanding Hierarchical
and
sequence-
based

Limited to
labeled data
[35]

On the other hand, the Orange4Home dataset, which
involves 17 annonated activities, had 200 SPARQL queries
executed. The average query time was slightly shorter, at
0.20 seconds, with a maximum query time of 0.30 seconds.
Similarly to CASAS Aruba, the complexity of the query for
Orange4Home is also classified as medium. Despite the higher
number of activities, the query performance remains efficient.

Although the suggested method yields good results in
general, a few practical considerations should be noted. The
quality of the sensor data and the effectiveness of its adaptation
to various real-world environments can influence its success. To
align with the evolution of activity patterns, the ontology may
require periodic updates. In environments that change quickly
or are characterized by high dynamics, additional optimization
could assist in preserving real-time performance. However, our
findings are promising, both datasets have consistently exhibited
efficient query times, with averages remaining low and peak
times falling within an acceptable range. The system can handle

moderately complex queries, suggesting that it is appropriate for
real-time applications in smart environments, particularly those
requiring rapid and reliable processing of large amounts of data.

5 Conclusion

The proposed structured human behavioural ontology has
practical applications that allow a cohesive transformation
of raw sensor data into a structured model that captures
various actions’ time, location, and events relationships.
The ontological querying process based on SPARQL queries
examines distinct aspects of humans and contributes to
the broader analysis of cognitive processes and behaviours.
Moreover, queries extract relevant information from the
ontology to help understand why individuals engage in specific
activities and the interactions between various activities,
contexts, and motivations.

Relying on the CASAS Aruba and Orange4Home datasets,
we demonstrated the efficiency of the proposed semantic
framework through a series of experiments, showing a
significant improvement over conventional methods in
capturing the complexities of human behaviour in smart
homes. In future work, we will enhance this framework by
incorporating deep learning techniques to refine the accuracy of
behavioural analysis. Additionally, exploring the development
of personalized recommendation systems could improve quality
of life by offering tailored insights based on individual activity
patterns.
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Abstract

The digital revolution has led to increased credit card usage
and a corresponding rise in fraudulent activities. Traditional
fraud detection methods often overlook the interconnected
nature of financial data. This study presents a novel
approach using Graph Neural Networks (GNNs) with attention
mechanisms and heterogeneous graph structures to enhance
credit card fraud detection. The method builds heterogeneous
graphs to represent complex interactions among entities such
as cardholders, merchants, and transactions. An autoencoder,
trained on legitimate transactions, learns latent features to
identify anomalies. The model’s performance is evaluated using
benchmark datasets and compared against existing techniques
like GraphSAGE and FI-GRL. Experimental results show that
the proposed model achieves superior performance, with an
AUC-PR of 0.89 and an F1-score of 0.81. The integration
of GNNs, attention mechanisms, and autoencoders effectively
mitigates issues like class imbalance and captures intricate data
relationships. This research uniquely applies attention-based
GNNs on heterogeneous graphs for fraud detection, improving
accuracy by addressing class imbalance and leveraging rich
relational data. Evaluation is restricted to specific datasets,
and real-world deployment may need adaptation for broader
financial environments. The approach can be adopted by
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financial institutions to enhance fraud detection accuracy,
reduce false positives, and strengthen customer trust and
operational efficiency.

Key Words: Credit card fraud detection; Graph Neural
Networks; Auto-encoders; Heterogeneous graphs; Class
imbalance.

1 Introduction

Financial transactions, especially credit card usage, have
experienced a surge due to the digital revolution. This
has resulted in a vast amount of financial data, empowering
companies to comprehend customer behavior and utilize data
for decision-making. On the other hand, the convenience
that comes with this has a downside - there is a noticeable
rise in fraudulent activities. Traditional methods of fraud
detection often struggle to keep pace with the evolving nature
of these schemes. In order to tackle this challenge, the field
of machine learning (ML) has surfaced as a potent tool that
can effectively identify and prevent fraudulent transactions [2].
By leveraging ML algorithms, it becomes possible to analyze
massive amounts of financial data, identify recurring patterns,
and pinpoint potential fraud through anomaly detection. They
enable financial institutions to automate the fraud detection
process, facilitating real-time monitoring of transactions and
activities. To detect fraud effectively, many professionals rely
on techniques such as decision trees, random forests, and
support vector machines [16, 19].

The conventional approaches to detecting fraud often face
difficulties in capturing the intrinsic interrelationships that exist
within financial data. Transactions typically involve multiple
parties, including cardholders, merchants, banks, and various
other entities. The representation of financial transactions as a
graph enables us to take advantage of the connections among
them, thereby enhancing the effectiveness of fraud detection
measures. Despite their widespread use, it is important to
acknowledge that traditional methods may face difficulties
in accurately differentiating between relevant and irrelevant
relationships within the graph, thus impacting their ability to
effectively detect fraudulent activity.

Graph Neural Networks (GNNs) excel at processing graph
data and utilizing attention mechanisms to focus on the most

ISCA Copyright© 2025
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relevant entities and relationships within the network structure
[47]. This makes them well-suited for tasks like fraud detection,
where identifying the most critical factors contributing to a
transaction’s legitimacy is crucial. By applying attention, the
GNN can prioritize information from neighboring nodes (e.g.,
cardholder’s spending habits, merchant’s location) that are most
relevant to understanding the transaction’s nature. This refined
focus on critical relationships improves the model’s ability to
distinguish between normal transactions and those exhibiting
suspicious patterns, potentially indicative of fraud.

In graph induction learning techniques, two types of
graph representations of data are used: homogeneous graph
[5] and heterogeneous graph [37]. Financial fraud data,
especially involving credit cards, is inherently heterogeneous.
It encompasses diverse entities like cardholders, merchants,
and transactions, each with distinct attributes and relationships.
Homogeneous graphs, which represent entities of the
same type, may not fully capture this complexity. In
contrast, heterogeneous graphs offer a more comprehensive
representation, effectively capturing the multifaceted nature of
financial transactions and the intricate relationships between
entities within the financial ecosystem.

For instance, a heterogeneous graph might include nodes
representing credit card numbers (cc num), merchants
information (merchant id), and transaction numbers
(transaction id), with edges connecting them based
on the specific relationship (e.g., a transaction between a
cardholder and a merchant). This allows us to analyze the
network structure and identify suspicious patterns that might
be missed by simpler models. For instance, in Figure 1, the
relationships between different data points are illustrated.
These relationships are often overlooked by homogeneous
graph learning algorithms and their variants.

Figure 1: Relationships between different nodes.

The varying characteristics of nodes and edges in

heterogeneous graph data make it difficult to apply GNNs
directly, thereby necessitating a more sophisticated approach
for information aggregation than what is typically used
for homogeneous graphs. In addition, the effectiveness of
supervised learning is often hindered by class imbalance in
fraud data. This imbalance is characterized by a significantly
smaller number of fraudulent transactions compared to genuine
transactions. As a result, traditional supervised learning models
struggle to learn effectively from such imbalanced data [8].

This work suggests a new approach that effectively handles
heterogeneous graph data by leveraging advanced GNN
techniques for aggregating information from diverse node and
edge types. These techniques ensure that the varying attributes
and relationships within the graph are adequately captured and
utilized in the analysis process.

Furthermore, to tackle the issue of class imbalance, common
techniques such as oversampling and undersampling [7] are
used. Balancing class distribution can be achieved through
oversampling, which generates more instances of the minority
class (fraud transactions), or through undersampling, which
reduces instances of the majority class (genuine transactions).
Nonetheless, these approaches may be complicated and possess
their own limitations.

To overcome these challenges, this approach integrates an
autoencoder (AE) with a decoder that is trained on genuine
transactions. By learning a latent representation, the AE can
accurately reconstruct these transactions. The ability to detect
fraudulent activities in complex heterogeneous graph data is
enhanced by flagging deviations from the learned distribution
during reconstruction, thereby addressing class imbalance.

Considering all scenarios discussed, this work aims to answer
the following research questions (RQs):

• RQ1: Effectiveness of GNNs with Attention for Fraud
Detection:How effectively can GNNs utilizing an attention
mechanism detect and prevent credit card fraud when
applied to a heterogeneous graph representation that
captures the complex interrelationships within the financial
ecosystem?

• RQ2: Comparison of Autoencoder with Attention
vs. Traditional Methods: How does the proposed
autoencoder-based fraud detection approach, which
leverages GNNs with attention and is trained on a non-
fraudulent transaction graph dataset, compare to traditional
methods in terms of accuracy, efficiency, and scalability,
especially considering significant class imbalance?

The methodology consists of several steps, one of which is
the processing of a tabular dataset of financial transactions. This
dataset is then transformed into a heterogeneous graph. As a
result, the graph is subjected to analysis using autoencoders
(AE) and graph neural networks (GNNs), which enables the
identification of anomalies that can be linked to fraudulent
activity. By focusing on the class imbalance problem,
the proposed approach effectively tackles the challenge of
fraud detection tasks. The results of this work have
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significant implications for businesses and financial institutions,
empowering them to gain valuable insights into customer
behavior and enhance their ability to identify and prevent
fraudulent transactions. Ultimately, this work contributes to the
advancement of fraud detection systems and the overall security
of financial transactions in the digital era.

This paper provides a comprehensive discussion of the
relevant literature in Section 2. The problem statement is
outlined in Section 3, aiming to address a specific problem. The
methodology employed in this research is elucidated in Section
4. The results obtained from this methodology are analyzed and
presented in Section 5. Finally, Section 5.5 concludes the paper
by summarizing the key findings and implications.

2 Literature Review

In this section, we introduce a range of notable works that
cover various topics such as probabilistic graphical models,
machine learning algorithms (including deep learning models),
and advanced graph neural networks and their various variants.

Papers such as [38] and [34] aim to address the problem
of fraud detection in credit card transactions by modeling
these transactions using a Hidden Markov Model (HMM), a
probabilistic graphical model. The primary difference between
them lies in their approach: in the first paper, a card-centric
HMM is employed to detect abnormalities in transactions, while
the latter paper opts for a merchant-centric HMM model. Both
methods have the capability to identify fraud in real-time for
merchants, operating in conjunction with modern transaction
processing systems that handle card transactions.

Additionally, [27] models credit card transaction sequences
using the HMM approach, considering three distinct
perspectives:

(i) Determining whether fraud is present or absent in the
sequence.

(ii) Crafting sequences by fixing either the cardholder or the
payment terminal.

(iii) Constructing sequences based on the spent amounts
or the elapsed time between consecutive transactions. The
combination of these three binary perspectives results in eight
distinct sets of sequences derived from the training dataset of
transactions. Each of these sequences is then represented using
a Hidden Markov Model (HMM). Subsequently, each HMM
assigns a likelihood to a transaction based on its sequence
of preceding transactions. These likelihood values serve as
additional features for the Random Forest classifier to detect
fraud. In brief, this model provides a concept of sequential
information flow during credit card transactions as part of a
feature for a machine learning model.

The paper [18] explores the issue of credit card fraud
detection and conducts a comparative analysis of three machine
learning algorithms: logistic regression, Naı̈ve Bayes, and K-
nearest neighbor. To address the class imbalance, the authors
utilize different proportions of the dataset and employ a random
undersampling technique. They evaluate the algorithms based

on various metrics. According to the results, the logistic
regression-based model outperforms the prediction models
derived from Naı̈ve Bayes and K-nearest neighbor. The paper
also suggests that applying undersampling techniques to the
data before model development can lead to improved results. In
addition, several machine learning algorithms, such as support
vector machine (SVM) [35], random forest (RF) [35, 22],
AdaBoost, and Majority Voting [31], as well as artificial neural
network (ANN) [33, 1], are being explored as models for
controlling fraudulent transactions in credit cards.

To enhance the performance of the above-mentioned models,
[17] defines a model in an ML-driven credit card fraud detection
system that uses the genetic algorithm (GA) for feature
selection. After identifying optimal features, this detection
system utilizes a range of ML classifiers, including Decision
Tree (DT), Random Forest (RF), Logistic Regression (LR),
Artificial Neural Network (ANN), and Naive Bayes (NB).

While the aforementioned models perform well, a significant
class imbalance exists in the credit card fraud dataset, with non-
fraudulent transactions vastly outnumbering fraudulent ones.
As a result, these models tend to prioritize high precision
by predominantly predicting the majority class. To address
this issue, several machine learning models (referenced as
[28]) employ one or a combination of oversampling and
undersampling techniques (as mentioned in [6]).

The study cited as [3] conducts a comparative investigation
of various approaches to address class imbalance. The findings
indicate that a combination of oversampling and undersampling
methods performs well when applied to ensemble classification
models, including AdaBoost, XGBoost, and Random Forest.
Deep learning algorithms such as Long Short-Term Memory
(LSTM) and Gated Recurrent Unit (GRU), combined with a
multilayer perceptron, are employed in the studies referenced
as [28] and [13]. In [13], the authors use the Hybrid Synthetic
Minority Oversampling Technique and Edited Nearest Neighbor
(SMOTE-ENN) to balance the distribution of positive (fraud)
and negative (non-fraud) instances in the dataset. However,
the effectiveness of the SMOTE-ENN technique is crucial, as
poor performance in resampling can significantly degrade the
model’s overall performance.

While oversampling and undersampling techniques can
address class imbalance, they come with drawbacks like
increased computational cost, potential for overfitting, and
information loss (as discussed in [7, 44]). Additionally, they
can be sensitive to noise [46] and have limited effectiveness
for highly imbalanced datasets [12]. Therefore, [12] propose
an approach for Chronic Kidney Disease (CKD) prediction
using imbalanced data. Their method leverages information
gain-based feature selection and a cost-sensitive AdaBoost
classifier. However, this approach focuses on spatial data and
might not be suitable for graph data due to potential loss
of structural information and inadequate feature representation
during feature selection. So, such models will often struggle to
capture the full picture of fraudulent activity. As noted in [9],
many methods focus solely on spatial data points representing
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financial transactions, neglecting the valuable insights from
temporal relationships. This limitation hinders the ability of
these models to identify evolving fraud patterns. Furthermore,
many existing models rely solely on labeled data for training,
restricting their ability to leverage the vast amount of unlabeled
data available in real-world credit card transactions [36].

To address these issues, an increasing number of researchers
are exploring graph-based techniques for fraud detection, as
discussed in [9] and [23]. In this approach, datasets are
transformed into graphs, providing a better understanding
of the relationships among financial transactions. Graph
Neural Network (GNN) algorithms, as detailed in [45], are
applied to these graph datasets, allowing for efficient data
aggregation from neighboring nodes and the extraction of node
representations within the graph datasets. Among the popular
GNN variants, GraphSAGE [14] and GAT [43] stand out,
utilizing sampling methods and attention mechanisms to gather
neighbor information. These techniques have shown promising
results in the field of fraud detection. Furthermore, the
paper [24] introduces an algorithm designed to tackle the class
imbalance problem in graph-based fraud detection. It employs
an algorithm known as Pick and Choose Graph Neural Network
(PC-GNN) to perform imbalanced supervised learning on
graphs. The PC-GNN algorithm selects neighbor candidates for
each node within the sub-graph using a neighborhood sampler.
Ultimately, it aggregates information from the chosen neighbors
and different relations to derive the final representation of a
target node. The paper reports that PC-GNN surpasses state-of-
the-art baselines in both benchmark and real-world graph-based
fraud detection tasks.

However, inconsistency issues arise in the aggregation
process of GNN models when applied to fraud detection tasks
[25]. The aggregation mechanism relies on the assumption
that neighbors share similar features and labels. When this
assumption breaks down, the aggregation of neighborhood
information becomes ineffective in learning node embeddings.

To address these challenges, researchers in [25] and
[39] have employed a multi-relational graph, known as a
heterogeneous graph, for the classification of financial fraud.
In [25], context inconsistency, feature inconsistency, and
relation inconsistency in GNN are introduced. To tackle these
inconsistencies, the authors propose a new GNN framework
called GraphConsis. GraphConsis addresses these issues by
combining context embeddings with node features to handle
context inconsistency, designing a consistency score to filter
inconsistent neighbors and generate corresponding sampling
probabilities to address feature inconsistency, and learning
relation attention weights associated with the sampled nodes to
tackle relation inconsistency.

In [39], the authors propose semi-supervised methods that
operate with heterogeneous graph datasets to address class
imbalance issues in online credit loans. This paper utilizes
a Graph-Oriented Snorkel approach to incorporate external
expert knowledge, ultimately improving the performance of the
learning algorithm when dealing with imbalanced datasets.

Another noteworthy work, [26], introduces a heterogeneous
graph-based approach for detecting malicious accounts in
financial transactions. The authors present an algorithm
called GEM, which adapts to learn discriminative embeddings
for various node types. GEM employs an aggregator to
capture node patterns within each type and utilizes an attention
mechanism to enhance algorithm efficiency.

In [32], the authors endeavor to design heterogeneous graph
embeddings. Their approach incorporates heterogeneous
mutual attention and heterogeneous message passing,
incorporating key, value, and query vector operations
(self-attention mechanism). This work features both a
detector and an explainer, capable of predicting the validity of
incoming transactions and providing insightful, understandable
explanations generated from graphs to aid in subsequent
business unit procedures.

The framework employed in [41] utilizes an algorithm
for graph representation learning to create concise numerical
vectors that capture the underlying network structure. The
authors in this work assess the predictive capabilities of
inductive graph representation learning with GraphSage and
Fast Inductive Graph Representation Learning algorithms on
credit card datasets characterized by significant data imbalance.

3 Problem Statement

A heterogeneous graph is a specialized graph data structure
that comprises multiple types of nodes and edges, wherein
each node or edge is uniquely associated with a distinct type.
In essence, it represents a graph in which diverse node and
edge types are interconnected. To provide a formal definition,
the characteristics of a heterogeneous graph are delineated as
follows:

Definition 3.1. A heterogeneous graph, also known as a
heterogeneous information network or heterogeneous network,
is mathematically defined as G = (V,E,T,R,X), where:

• V represents the set of nodes in the graph, and each node
vt ∈ V is associated with a specific type t ∈ T , where T
represents the set of node types.

• E represents the set of edges in the graph, and each edge
er ∈ E connects two nodes (vt1 ,vt2), where t1 and t2 are
node types, and r ∈ R, where R represents the set of edge
types or relationships.

• X = {Xv,Xe} represents attributes of nodes and edges,
respectively, where Xv represents the set of node attributes,
and each node vt ∈ V can have a vector of attributes xvt ,
and Xe represents the set of edge attributes, where each
edge er ∈ E can have a vector of attributes xer .

By adhering to its definition, the financial fraud dataset can be
depicted as a heterogeneous graph. These datasets encompass
various entities, including customer or credit card numbers,
merchants’ names, and transaction numbers. These entities are
represented as nodes in the graph, denoted by V . Specifically,
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Figure 2: A heterogeneous graph illustrating different types of
nodes and edges.

the nodes vt1 , representing ‘customer’, vt2 , representing
‘merchants’, and vt3 , representing ‘transaction’, encapsulate the
essence of this heterogeneous graph. Consequently, these nodes
(vt1 , vt2 , and vt3 ) are distinguished by their respective types.

The heterogeneous graph depicted in Figure 2 illustrates
a network where nodes are categorized into three distinct
types: ‘customers’ (in orange), ‘merchants’ (in blue), and
‘transactions’ (in green). Each node type is uniquely identified
by an index (vt

i), where i indexes different instances of
customers, merchants, and transactions within the same type
t (e.g., vt1

1 for the first customer, vt1
2 for the second customer).

The graph captures complex interactions: customers initiate
transactions (er1 ) that involve merchants (er2 ). Notably,
customers can engage in multiple transactions across different
merchants, as represented by multiple transaction nodes
(vt3

1 ,v
t3
2 , . . . ,v

t3
6 ). This structured representation facilitates the

analysis of interconnected relationships within heterogeneous
networks, essential for understanding dynamics financial
transactions.

Problem 1. For the given graph G = (V,E,T,R,X), the task
is to determine whether it can be classified as fraudulent,
considering that the transaction associated with the graph
represents a fraudulent class.

4 Methodology

The primary objective of this paper is to develop an encoder
capable of learning graph embeddings for a given heterogeneous
graph G = (V,E,T,R,X), where V represents nodes, E denotes
edges, T indicates node types, R specifies edge types, and X
contains node attributes. This encoder is designed to effectively
capture the complex information present in a heterogeneous
graph, including both its structure and attributes. Subsequently,
a decoder function fdec reconstructs the graph. Figure 3
illustrates the model architecture used in this paper.

The model comprises l encoder units. The first encoder unit
takes (D(dt),φ ,dt) as input, where D(dt) represents the source
nodes of dt ∈V , and φ denotes edges er from each source node

Figure 3: Encoder Units and Decoder Unit of the Model

to dt . Each encoder unit processes these inputs to produce
intermediate representations. The final output of Encoderl is
fed into a decoder unit, implemented as a deep neural network,
which utilizes the encoded information to generate d

′t .
The model calculates the reconstruction error by comparing

the reconstructed graph to the original graph. This error
measures the dissimilarity between the original input and the
reconstructed output. A threshold for the reconstruction error
is established to identify data points that deviate significantly
from normal patterns. Any data point with a reconstruction error
exceeding the threshold is classified as an anomaly, indicating a
deviation from expected behavior, such as fraudulent activity in
a financial transaction network.

While the methods discussed above claim to perform well
with unbalanced heterogeneous graph datasets, techniques
such as autoencoders and decoders, as presented in [40,
10, 11], offer alternative solutions. For instance, [11]
successfully addressed imbalanced medical datasets using a
modified Sparse Autoencoder (SAE) and Softmax regression
for enhanced diagnosis. However, SAEs are less suitable
for data with inherent relationships between elements, which
is particularly relevant for fraud detection in transactional
networks, where connections between nodes are crucial for
identifying suspicious activity. Similarly, [10] employed a
Stacked SAE (SSAE) for credit card default prediction on
imbalanced data. Nevertheless, SSAEs, like SAEs, lack
the ability to explicitly prioritize information from relevant
neighboring nodes. This limitation necessitates a different
approach for this work, which leverages a transactional network
to represent data and identify fraudulent activities.

4.1 Dataset Preprocessing

The heterogeneous graph G is constructed from a financial
transaction dataset, where nodes represent entities (e.g.,
customers, merchants, transactions) and edges represent
interactions (e.g., payments, refunds). Node types T include
“Customer,” “Merchant,” and “Transaction,” while edge types
R include “Pays,” “Receives,” and “Refunds.” Node attributes
X include features such as transaction amount, timestamp,
customer demographics, and merchant category.

The dataset is preprocessed as follows:

• Graph Construction: Transactions are modeled as nodes
connected to customer and merchant nodes via typed
edges. For each transaction node dt , the set of source nodes
D(dt) includes the associated customer and merchant.

• Feature Normalization: Continuous attributes (e.g.,
transaction amount) are standardized to have zero mean
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and unit variance. Categorical attributes (e.g., merchant
category) are one-hot encoded.

• Handling Missing Data: Missing attributes are imputed
using the mean (for continuous features) or mode (for
categorical features) of the respective node type.

• Graph Partitioning: For large datasets, the graph is
partitioned into subgraphs using community detection to
facilitate scalable processing.

The preprocessed graph ensures that node and edge types are
preserved, and attributes are in a suitable format for the encoder.

4.2 Encoder for Heterogeneous Graph

Based on the study by [15], a heterogeneous graph encoder
for the autoencoder has been designed (Figure 4). For each
destination node dt ∈ V and its source nodes D(dt) ∈ V , the
encoding process f enc is applied as follows:

hl
dt = freparam

(
Lineardt

(
f enc
∀v∈D(dt )(h

l−1
vt ,er,hl−1

dt )
)
⊕h0

dt ,mean(hl−1
dt ), log(hl−1

dt )
)

(1)
Here, l = 1,2, . . . ,EL represents the encoder layer, with

a maximum of EL layers, and initial values are set as
(h0

vt ,er,h0
dt ) = (vt ,er,dt). The function Lineardt : R

dim
k → Rdim

denotes a linear projection.
The encoding process f enc is defined as:

f enc
∀vt∈D(dt ) = ⊕

∀vt∈D(dt )

(
f Attent(vt ,er,dt) · f Mssg(vt ,er,dt)

)
(2)

The attention mechanism is:

f Attent(vt ,er,dt) = Softmax
(
∥Attk(vt ,er,dt)

∀k∈[1,H]

)
(3)

Inspired by [42], the attention for each edge er is calculated
using k-heads:

Attk(vt ,er,dt) = LinearSk
t

(
hl−1

vt

)
·W Att

r ·
(

LinearDk
t

(
hl−1

dt

))T

(4)
Here, LinearSk

t and LinearDk
t map from Rdim* to R

dim
k , and

W Att
r ∈ R

dim
k ×

dim
k is a learnable edge matrix for edge type r.

The message passing function is:

f Mssg(vt ,er,dt) = ∥
∀k∈[1,H]

LinearMk
t

(
hl−1

vt

)
W Mssg

r (5)

The reparameterization function freparam, inspired by [21],
models the latent variable probabilistically:

hl
dt = freparam

(
mean(hl

dt ), log(hl
dt )

)
= mean(hl

dt )+ ε · exp
(

1
2
· log(hl

dt )

)
where ε ∼N (0,1).

4.3 Decoder for Heterogeneous Graph

The decoder reconstructs the graph’s structure and attributes,
accounting for its heterogeneous nature. For each node dt , a
node decoder fdec reconstructs attributes d

′t :

d
′t = fdec(hl

dt ) (6)

The decoder is a multi-layer perceptron (MLP) with type-
specific parameters to handle different node types. The loss
function is defined as:

L = ∑
∀N

∑
∀t

LOSS(dt ,d
′t) (7)

The loss function is specified as the mean squared error
(MSE) for continuous attributes:

LOSS(dt ,d
′t) = ∥dt −d

′t∥2
2 (8)

For categorical attributes, cross-entropy loss is used. The total
loss combines losses across all node types, weighted by their
prevalence in the dataset to address class imbalance.

4.4 Algorithm

Algorithm 1 Fraud Detection on a Heterogeneous Graph

Require: Heterogeneous Graph G
Ensure: ‘Fraud’ or ‘Not Fraud’

1: for dt ∈ G do
2: (h0

vt ,er,h0
dt )← (vt ,er,dt) ▷ Initialization

3: for l← 1 to EL do ▷ Message Passing Layers
4: for vt ∈ D(dt) do ▷ Neighborhood of dt

5: hl
dt = Lineardt

(
f enc(hl−1

vt ,er,hl−1
dt )

)
⊕h0

dt

6: end for
7: hl

dt = freparam

(
mean(hl

dt ), log(hl
dt )

)
▷

Reparameterization
8: end for
9: d

′t = fdec(hl
dt ) ▷ Output Layer

10: end for
11: L = LOSS(dt ,d

′t) ▷ Loss Calculation
12: if L < Threshold() then
13: return ‘Non-Fraud’
14: else
15: return ‘Fraud’
16: end if

The algorithm depicted in Algorithm 1, outlines the method
for detecting fraud in a heterogeneous graph structure. Here’s a
detailed breakdown of each step:

1. Input (Heterogeneous Graph G): This represents
the financial transaction network, containing nodes
(customers, merchants, transactions) and edges
(interactions) with their respective types.
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Figure 4: Encoder Unit for Heterogeneous Graphs. er1 and er2 denote edges from source nodes vt1
1 and vt2

2 to destination node dt . At
l = 0, it represents the initial encoder layer, producing h1

dt , and so on. k ranges from 1 to H, | signifies concatenation, ⊕
denotes addition, and ⊗ indicates dot product.

2. Output: “Fraud” or “Not Fraud”: The algorithm
classifies the transaction associated with the input graph
as either fraudulent or legitimate.

3. Algorithm Steps:

• For each node dt in the graph G, node dt is initialized
with (h0

vt ,er,h0
dt ). It includes the features of the node

itself h0
dt , the connecting edge type er, and the initial

representation of the source node h0
vt .

• Message Passing Layers (L Layers):

– This loop iterates through a predefined number
of layers (EL) in the GNN architecture.

– Within each layer l:

* For each node vt in the neighborhood of the
current node dt :

· A message function f enc (Equation 2)
aggregates information from the source
node’s hidden representation hl−1

vt , the
edge type er, and the previous hidden
representation of the destination node
hl−1

dt . The message undergoes a linear
transformation with Lineardt as per
equations (3-5).

· By utilizing the attention mechanism, the
messages undergo transformation and are

subsequently combined with the initial
hidden representation of the destination
node h0

dt through element-wise addition
(⊕).

* The message passing happens iteratively for
all neighbors of dt .

* The updated hidden representation hl
dt is

subjected to freparam (Equation 1) after
message aggregation. Mean and logarithm
are utilized in hidden representation to
ensure greater stability during training.

4. Output Layer: The final hidden representation hl
dt is passed

through the decoder function fdec (Equation 6) to produce
the prediction vector d

′t .
5. Loss Calculation: The difference between the predicted

output d
′t and the original node feature dt is evaluated

using a loss function LOSS. The LOSS function can use a
metric such as mean squared error or any other appropriate
loss function.

6. Fraud Classification: The threshold for anomaly detection
is determined using a validation set of non-fraudulent
transactions. The reconstruction errors are computed, and
the threshold is set as:

Threshold = µ +2σ (9)
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where µ and σ are the mean and standard deviation
of the reconstruction errors, respectively. This ensures
that approximately 95% of non-fraudulent transactions are
classified as “Non-Fraud.” The threshold is tuned on the
validation set to balance precision and recall.

Algorithm 1 explains the entire framework of the model,
which is designed to identify if a specific data point is linked to
fraudulent behavior, resulting in one of two possible outcomes:
‘Fraud’ or ‘Not Fraud.’ The algorithm calculates a loss value
to measure the difference between the original transaction node
and its decoded version. The computation of this loss relies
on a loss function that has been predetermined. The next step
in the process is for the algorithm to compare the resulting
loss with a predetermined threshold, once all the calculations
have been completed. In the case where the loss falls below
the designated threshold, the data point is classified as ‘Not
Fraud’. The overall time complexity of the algorithm can be
approximated as O(nE) by summing up these components, with
n representing the number of nodes in the graph.

5 Experiment

This paper assesses the effectiveness of the proposed model
through a series of experiments on credit card fraud datasets
and a comparison with other existing machine learning and deep
learning models.

5.1 Performance Metrics

In order to evaluate the performance of various models, this
article employed evaluation metrics that include the precision
rate (PR), the recall rate (RR), the ROC curve, and the F1 score.
These metrics are defined as follows:

PR =
TP

TP+FP

RR =
TP

TP+FN

In this context, true positive (TP) and false positive (FP)
indicate the number of correctly and incorrectly predicted
instances of fraud, respectively. Conversely, true negative (TN)
and false negative (FN) correspond to the count of transactions
accurately and inaccurately predicted as non-fraudulent.

Meanwhile, the ROC curve illustrates the classifier’s ability
to differentiate between fraud and non-fraud categories. This
curve is created by plotting the true positive rate against the
false positive rate at different threshold levels. The AUC, which
ranges from 0 to 1, encapsulates the information from the ROC
curve. A value of 0 signifies that all classifier predictions are
erroneous, while a value of 1 indicates a perfect classifier.

The F1 score represents the harmonic mean of precision and
recall. Precision is the ratio of true positive predictions to the
total predicted positives and recall is the ratio of true positive
predictions to the total actual positives. It provides a single value

that harmonizes precision and recall, facilitating a balanced
evaluation of classifier performance.

F1 = 2∗ (PR∗RR)
(PR+RR)

Given that the dataset is imbalanced, the F1 score is
particularly valuable because it considers both precision and
recall. This score provides a straightforward way to assess
a classifier’s overall effectiveness in accurately identifying
positive instances while minimizing false positives and false
negatives.

Another parameter used to gain insight into the model’s
performance is the Precision-Recall curve (AUC-PR) [30]. This
metric offers valuable insights, particularly in situations where
class distribution is imbalanced [29].

5.2 Datasets

The dataset ([20]) used in this article simulates credit card
transactions and includes genuine and fraudulent activities that
occurred between January 1, 2019, and December 31, 2020.
The data encompass transactions carried out by 1000 customers
using credit cards issued by a variety of banks, engaging in
transactions with a pool of 800 different merchants.

Types of Dataset Normal Data Abnormal Data

Training Dataset 1842743 9651
Testing Dataset 553574 2145

Table 1: Distribution of Fraudulent Transactions on Training
and Testing Dataset

Table 1 illustrates the distribution of fraudulent and non-
fraudulent transactions in a dataset. It shows the number of
occurrences of each type of transaction, with “1” representing
fraudulent (Abnormal) transactions and “0” representing non-
fraudulent (Normal) ones. This analysis gives an indication of
the skewed and unbalanced ratio of fraudulent to non-fraudulent
transactions.

5.3 Analysis of Algorithms

In the article ([4]), some of the best machine learning
algorithms that handle fraud datasets are listed. Here is the list
used in the article:

• Linear Regression
• Logistic Regression
• Decision Tree
• SVM (Support Vector Machine)
• ANN (Artificial Neural Network)
• Naı̈ve Bayes
• DNN (Deep Neural Network)
• K-Means
• Random Forest
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• Dimensionality Reduction Algorithms
• Gradient Boosting (XGB) Algorithms

These algorithms cover a wide range of machine learning
(ML) aspects, including association analysis, clustering,
classification, statistical learning, and link mining. They
hold a crucial place among the essential topics explored in
research and development within the field of machine learning.
However, when evaluating these algorithms with datasets, their
performance often falls short of expectations due to the inherent
imbalance present in the data.

Performance of Machine learning (ML) Algorithms
ML
Algorithm

Testing
Accuracy

Testing F1
Score

Test
Precision

Test
Recall

AUC

Decision
Tree

0.99 0.29 0.22 0.43 0.82

XGB
Classifier

0.99 0.33 0.27 0.43 0.96

ANN 0.99 0.33 0.23 0.32 0.92
Deep
NN

0.99 0.33 0.40 0.26 0.81

AE − 0.67 0.50 0.99 0.52
VAE − 0.67 0.50 0.99 0.54
Sparse
AE

− 0.67 0.50 0.99 0.54

Table 2: Performance Measurement of Few Selected Machine
Learning Algorithms

Table 2 provides the performance metrics for a few machine
learning algorithms. The table shows that the F1 score of
all machine learning algorithms is too low, suggesting that
these algorithms could not handle unbalanced datasets properly.
Since the F1 score is low and the AUC curve is high for all
ML algorithms, it indicates that these algorithms are adept at
distinguishing between abnormal and normal data, as evidenced
by the high AUC value. However, the F1 score is low due to the
models facing challenges in achieving both high precision and
high recall, attributed to the imbalanced nature of the data.

These scenarios arise when the negative class dominates the
dataset, creating a highly imbalanced situation. In such cases,
models tend to classify instances as the majority class, resulting
in high true negatives and low false positives but at the cost
of missing true positives and having low recall. To address
the challenges posed by unbalanced data, various algorithms
are explored. One of the algorithms under consideration is the
autoencoder algorithm.

The exploration involves simple autoencoders (AE) using
deep neural networks and their variations, such as variational
autoencoders (VAE) and sparse autoencoders (Sparse AE).
Table 2 also shows the performance of the autoencoders.
Regardless of the specific type, the model’s performance is
evaluated using key metrics. The F1 score, which harmonizes
precision and recall, yielded a value of 0.67. This suggests

that the models have achieved a reasonable balance between
making accurate positive predictions and effectively capturing
actual positive instances. Overall, the performance is decent,
showing a well-rounded approach.

However, the narrative changes when examining the Receiver
Operating Characteristics (ROC) curve and its corresponding
Area Under the Curve (AUC). With an AUC of 0.57, it implies
that the models struggle to distinguish between fraud and
normal classes. Their ability to classify effectively in this
context appears limited and performs only slightly better than
random guessing.

In a deeper dive, the precision achieved by the autoencoder
models in the test set is 0.50. This means that roughly half of the
abnormal predictions it generates are accurate, while the other
half are incorrect. On the other hand, the recall rate is impressive
at 0.99. This means that the models excel at identifying almost
all the actual abnormal instances present in the dataset.

In summary, while autoencoder models demonstrate balanced
performance in terms of the F1 score, with commendable recall
and reasonable precision, the AUC score and precision rates
indicate room for improvement. Enhancing the discriminatory
capacity of models and refining their positive prediction
accuracy could be areas of focus to further elevate their
performance in classification tasks.

5.4 Analysis of the Proposed Model

Parameter Name Value
Size of Hidden Layers 64
Number of heads (H) 16
Number of Layers for the Encoder (l) 124
Number of Layers for the Decoder 64
Dropout Rate 0.4
Regularization Rate 0.01

Table 3: Values for different parameters used in the model.

After tuning the parameters for different hyperparameters, the
performance of the model is represented as shown in Figure 5.
Finally, the proposed model uses the parameters defined in
Table 4 to evaluate the model’s performance.

In Figure 5a, the training loss is compared with the validation
loss for positive (fraud) and negative datasets. This plot provides
insight into how effectively the model handles overfitting and
underfitting of the data. The model, using the parameters
from Table 4, demonstrates immunity to both overfitting and
underfitting, effectively managing these issues. Figure 5b
illustrates the loss distribution (histogram) generated by the
model from the dataset. This distribution shows the loss values
for both positive and negative data in the dataset. The figure
reveals that the loss for negative instances is concentrated
between 0.004 and 0.005, while the loss for positive instances
is distributed beyond 0.006.

Figure 5c defines the model’s F1 score versus the
classification threshold value. From the figure, it can be seen
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(a) Training loss and evaluation loss.
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Figure 5: Performance evaluations of the proposed model.



134 IJCA, Vol. 32, No. 2, June 2025

that the F1 score reaches its highest value of 0.81 at a loss value
of 0.005. Additionally, the ROC curve was plotted based on the
threshold, resulting in the ROC curve shown in Figure 5d, and
an AUC of 0.85 was obtained for the model.

The Precision-Recall (PR) curve (Figure 5e) compares the
performance of four algorithms: the Proposed Model, Graph
Sage [41], FI-GRL [41], and Baseline [41]. The Proposed
Model exhibits the highest performance with an AUC-PR
of 0.89, indicating the best balance between precision and
recall. Graph Sage follows closely with an AUC-PR of 0.87,
showing strong but slightly inferior performance compared to
the Proposed Model. Both FI-GRL and the Baseline models
have an AUC-PR of 0.84, indicating moderate performance
and similar effectiveness in maintaining precision and recall.
Overall, the Proposed Model stands out as the most effective,
followed by Graph Sage, with FI-GRL and Baseline performing
similarly but less effectively.

Again, Table 4 summarizes the performance of various graph
learning algorithms on metrics including AUC-PR, F1-Score,
and ROC-AUC. The proposed model achieves the highest AUC-
PR (0.89) and F1-Score (0.81) but has a lower ROC-AUC (0.85)
compared to Graph Sage and XBoost, which achieve a ROC-
AUC of 0.93.

Performance of Graph Learning Algotihms
Graph Algorithm AUC-

PR
F1
Score

ROC-
AUC

Proposed Model 0.89 0.81 0.85
Graph Sage and
XBoost ([41])

0.86 0.80 0.93

FI-GRL([41]) 0.84 0.70 0.92
Baseline([41]) 0.84 0.74 0.91

Table 4: Performance Measurement of Graph Learning
Algorithms. AUC-PR provides sufficient information
to assess performance due to the imbalanced nature of
the dataset used.

Finally, Figure 6 showcases the following algorithms:
Proposed Model, Graph Sage and XBoost, FI-GRL, Baseline,
Decision Tree, XGB Classifier, ANN (Artificial Neural
Network), and Deep NN (Deep Neural Network). This radar
chart highlights the exceptional performance of the Proposed
Model, with high scores in F1 score, AUC-PR, and ROC-AUC,
demonstrating a strong and balanced performance.

While Graph Sage and XBoost show great performance
in class discrimination with high ROC-AUC, their AUC-PR
is slightly lower, suggesting a trade-off when dealing with
imbalanced datasets. Both FI-GRL and Baseline demonstrate
strong classification performance with high ROC-AUC, but they
may prioritize precision or recall at the expense of balance,
resulting in a lower F1 score.

The Decision Tree and XGB Classifier face challenges
in their competition, as the Decision Tree exhibits overall
weakness, and the XGB Classifier lacks balance despite its

F1 Score

AUC-PR

ROC-AUC

Performance of Machine Learning and Graph Learning Algorithms
Proposed Model
Graph Sage and XBoost
FI-GRL
Baseline
Decision Tree
XGB Classifier
ANN
Deep NN

Figure 6: Performance Radar Chart. It compares several
machine learning (ML) algorithms, including the
Proposed Algorithm, using three key metrics:
F1 Score, AUC-PR (Area Under the Precision-
Recall Curve), and ROC-AUC (Area Under the
Receiver Operating Characteristic Curve). This
visualization highlights the strengths and weaknesses
of each algorithm across these important performance
metrics, providing a comprehensive view of their
comparative effectiveness.

strong classification ability. Finally, ANN and Deep NN
exhibit moderate performance across all metrics, lacking a clear
specialization. With its balanced performance, the Proposed
Model stands out as a strong candidate for general use, unlike
other algorithms that focus on specific needs.

5.5 Conclusion

This paper presents a novel heterogeneous graph autoencoder
with an attention mechanism to extract meaningful patterns
from complex graph structures. The encoder generates
node embeddings, which are used to form a probabilistic
distribution via a variational autoencoder, capturing uncertainty
and enabling diverse node sampling. This addresses the
first research question effectively. A deep neural network
then processes these embeddings to reconstruct the original
node representations, enhancing their quality within the
heterogeneous graph. Reconstruction errors from the decoder
are analyzed to distinguish fraudulent from non-fraudulent
transactions, with a simple search algorithm determining an
optimal threshold, addressing the second research question.
The proposed model is benchmarked against state-of-the-art
methods, including GraphSAGE and FI-GRL, consistently
outperforming these baselines and resolving the third research
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question.
Despite its strengths, the model has limitations. Scalability

is a challenge for very large graphs, as time complexity
remains high despite optimizations like neighbor sampling.
Performance depends heavily on hyperparameter tuning,
including embedding dimensions, attention heads, and network
depth. The model’s generalizability to datasets with different
structural properties or domains beyond finance is untested. It
also relies on rich node and edge attributes, which may be
unavailable in some real-world scenarios. Additionally, the
static graph assumption limits its ability to capture evolving
fraud patterns, and the model lacks interpretability, hindering
explanation of predictions. The Gaussian-based thresholding
approach may be suboptimal for datasets with non-Gaussian
error distributions.

These limitations suggest several directions for future work.
Advanced sampling techniques, automated hyperparameter
optimization, and transfer learning could enhance scalability,
robustness, and adaptability. Incorporating temporal graph
modeling would enable detection of dynamic fraud patterns,
while attention visualization and explainability methods could
improve interpretability. Replacing static thresholding with
adaptive or non-parametric approaches may improve anomaly
detection. Finally, integrating the autoencoder with supervised
or rule-based methods could boost performance and practicality
in real-world fraud detection systems.
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Abstract— The integration of artificial intelligence into health- care 

has catalyzed new research directions, particularly in neuroscience 

and medical imaging. While deep learning (DL) and classical ma- 

chine learning (ML) have demonstrated significant effectiveness in 

brain tumor classification tasks, reinforcement learning (RL) is mostly 

underutilized, despite its biologically inspired principles. Unlike DL 

and ML, which are based on static pattern recognition and predictive 

modeling, RL provides dy- namic, feedback-driven learning and 

decision-making processes that are similar to neuronal plasticity in 

the human brain. This paper provides a framework for comparing 

ML, DL, and RL models, including Q-Learning and Deep Q-Learning 

(DQL), for the categorization of brain malignancies into four cate- 

gories: glioma, meningioma, pituitary tumor, and no tumor. Our ex- 

perimental results illustrate that how RL models outperform ML and 

DL models in accuracy, precision, recall, and F1- score measures. 

The study was guided by fundamental issues about RL’s structural and 

functional similarities to biological systems, its potential to generalize 

via adaptive learning, and its impact on diagnostic accuracy and 

treatment optimization. This research shows that RL’s interactive and 

self-improving character not only improves prediction performance 

but also provides a convincing framework for biologically grounded 

AI in healthcare. The findings indicate that reinforcement learning 

has transformative potential for medical diagnostics, providing both 

computing efficiency and neuropsychological relevance, boosting the 

future of intelligent, precision-driven oncology. In addition, the work 

supports the idea that biologically inspired AI systems can better sim- 

ulate complicated brain events. Because of its higher generalization, 

RL is appropriate for a wide range of tumor categorization scenarios. 

These insights facilitate the door for real-time, adaptable diagnostic 

tools in clinical practice. 

Keywords: Reinforcement Learning, Neuroscience, Adaptive 

Learning, Reward-Based Optimization, Neural Plasticity, Bio- 

plausible algorithms. 

 

1. INTRODUCTION 

Humans and other animals learn from their experiences. 

This can take the form of explicit demonstration, which is 

common in formal education. However, we frequently learn 

from trial and error, as well as input from our surroundings, 

which might be implicit or explicit. The human ability to 

make decisions and learn from experiences is fundamental to 

survival and adaptation [1]. At the core of this ability lies the 

concept of trial-and-error learning, where individuals optimize 

their behavior by engaging with their environment and making 

adjustments based on the rewards or punishments they receive 

[2]. This process has been extensively studied in neuroscience, 

psychology, and, more recently, in artificial intelligence. One 

of the most promising paradigms for modeling such learning 

is Reinforcement Learning, a computational approach that has 

shown remarkable parallels with human and animal learning 

processes [3]. In past few years, deep learning has gained 

widespread attention in neuroscience as a tool for modeling 

brain function. DL models have been used in a number of 

fields, such as motor control, navigation, vision, audition, and 

cognitive control. Advances in artificial intelligence (AI) and 

the ability to train deep learning models through supervised 

learning where labeled data directs optimization are driving 

this expanding interest [4]. Deep learning is still fundamentally 

limited in its ability to capture the adaptive and sequential 

character of real-world cognitive processes, despite these 

impressive advancements. Reinforcement Learning (RL) has 

emerged as an effective framework training artificial agents 

how to interact with their surroundings and maximize cumu- 

lative rewards in order to make sequential judgments [5]. 

At its core, reinforcement learning draws inspiration from 

neurobiology, particularly from the way that both humans and 

animals learn by means of mistakes. Important RL concepts 

like policy optimization, temporal difference updates, along- 

side reward-based learning are very similar to the biological 

mechanisms that the brain uses for learning and decision- 

making [6]. Notably, neuroscientific studies have demonstrated 

that the dopaminergic system of the brain is essential for 

encoding reward prediction mistakes, a notion that is quite 

similar to Temporal Difference (TD) learning in reinforcement 

learning [7]. Deep learning’s dependence on static represen- 

tations and supervised learning restricts its capacity to sim- 

ulate cognitive processes that necessitate sequential decision- 

making and long-term planning, despite the fact that it has 

significantly advanced artificial intelligence. In addition to 

improving AI performance on challenging tasks like gaming 

and robotic control, latest advancements in deep reinforcement 

learning have also flourished our knowledge of neurocogni- 

tive processes [8]. For instance, distributional reinforcement 

learning has been used to explain reward prediction mistakes 

in dopaminergic neurons, and meta-reinforcement learning 

has been proposed as a model for prefrontal brain function. 

Considering these links between RL and neurology, RL-based 

models might provide a more realistic depiction of cognitive 

processes than conventional machine learning techniques [9]. 

Reinforcement learning, in contrast to deep learning, provides 

a physiologically realistic framework that closely resembles 

how the brain absorbs information, gains experience, and 
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adjusts to novel situations. 

RL enables agents to learn through reward-based interac- 

tions, whereas classical deep learning depends on fixed input- 

output mappings, necessitating large labeled datasets and 

substantial processing capacity. Because of this, it works espe- 

cially well for simulating neuro cognitive processes like learn- 

ing, adaptive control, and decision-making. Since dopamin- 

ergic reward prediction mistakes closely match classical RL 

algorithms like temporal difference learning, the brain mech- 

anisms underlying RL have been extensively researched [10]. 

To rigorously assess the effectiveness of reinforcement 

learning in brain tumor classification, the study focuses on: 

(a) Reinforcement learning models do not show a statisti- 

cally significant improvement over machine learning and 

deep learning models in brain tumor classification (Null 

Hypothesis), and 

(b) Reinforcement learning models significantly outperform 

traditional machine learning and deep learning models 

in brain tumor classification due to their adaptive 

decision-making process (Alternate Hypothesis) 

 

Reinforcement learning (RL), in which an agent adapts its 

behavior responding to environmental feedback, providing a 

suitable framework for modeling cognitive processes including 

memory, comprehending, and the decision-making in neuro- 

science. Neural activity has previously been tied to traditional 

RL algorithms, especially in reward-processing brain regions 

like the dopaminergic system. Deep reinforcement learn- 

ing(DRL) has shown promise in combining deep learning and 

reinforcement learning to represent convoluted cognitive tasks 

that necessitate long-term planning and hierarchical decision- 

making. In neuroscience, however, reinforcement learning 

offers clear benefits over Deep learning alongside additional 

machine learning approaches [11]. The adaptable and flexible 

nature of brain processes that depend on ongoing learning from 

reward-based feedback is difficult for DL to capture, despite 

its high effectiveness in pattern identification. RL, on the other 

hand, closely resembles how the brain learns from experience 

in that it naturally simulates adaptive behavior by using reward 

signals to improve decision-making over time [12]. 

This research explores how reinforcement learning (RL) 

provides a more effective framework than deep learning (DL) 

and machine learning (ML). We begin with an overview of 

RL concepts and their neurobiological analogies, highlighting 

how RL-based models offer a more organic explanation for 

learning processes, brain dynamics, and cognitive control. By 

analyzing the strengths and limitations of deep learning in 

neuroscience, we argue that reinforcement learning provides 

deeper insights into complex adaptive intelligence [13]. Fur- 

thermore, we compare the efficacy of RL with both deep and 

standard machine learning approaches in the context of medi- 

cal imaging, specifically in the prediction and classification of 

brain tumors. RL based methods have the potential to enhance 

automated decision-making in medical diagnostics, optimize 

treatment plans, and improve diagnostic accuracy [14]. 

Additionally, we explored how reinforcement learning en- 

ables adaptive learning models that are more resilient than 

static deep learning models. Unlike conventional deep learn- 

ing approaches, RL models can dynamically adjust based 

on real-time patient data, making them highly responsive to 

evolving medical conditions. The study also examines recent 

advancements in RL-driven healthcare applications, includ- 

ing automated radiology analysis and personalized medicine, 

which demonstrate the potential of RL in transforming medical 

diagnostics. By integrating reinforcement learning into diag- 

nostic frameworks, researchers can develop more precise and 

effective tools for early disease detection. Finally, we outline 

the broader implications of RL for future research in medical 

diagnostics, AI, computational modeling, and neuroscience. 

By bridging the gap between reinforcement learning and 

neurocognitive science, this research argues that RL rather than 

DL should be at the forefront of research into brain-inspired 

intelligence. 

 

2. FUNDAMENTAL CONCEPTS OF DEEP REINFORCEMENT 

LEARNING 

Reinforcement Learning (RL) explores instances in which 

an agent, or learner, is placed in an environment and must 

gradually improve its decision-making based on the conditions 

or states it encounters [15]. Unlike supervised learning, which 

uses explicit feedback to signal right behaviors, RL involves 

learning by trial and error without direct supervision. The 

basic goal is to create a behavioral policy that optimizes 

cumulative rewards over time, depending on input in the form 

of rewards or penalties resulting from the agent’s activities. 

As a subfield of machine learning, RL studies how agents 

might learn optimal behaviors through interaction with their 

surroundings [16]. 

The agent performs actions, acquires feedback in the form of 

rewards or consequences, and adapts its approach to optimize 

the long-term accumulated reward. This approach varies from 

supervised learning, which uses labeled data for training [17]. 

The Markov Decision Process (MDP), which describes the 

environment using a set of states, serves as the basis for RL 

S, actions A, transition probabilities P, reward function R and 

a discount factor γ that accounts for future prizes. The intent 

of the RL agent is to learn a policy that maps states to actions 

in a way that maximizes the predicted cumulative reward over 

time [18]. 

A fundamental principle in RL is the balance of exploration 

and exploitation. While the agent must apply its current knowl- 

edge to make the best judgments (exploitation), it must also 

experiment with new actions (exploration) in order to discover 

possibly better tactics. This trade-off is critical for successful 

learning. The Bellman equation provides the theoretical basis 

for RL by recursively constructing the value function V(s), 

which represents the predicted cumulative reward the agent 

can get from a given state: [19] 

 

 
V (s) = max R(s, a) + γ P (s′ | s, a)V (s′) (1) 

a 
s′ 

 

Among RL algorithms lies Q-learning, which is an impor- 

tant value-based RL algorithm. It allows the agent to learn 
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R + γ max Q(s , a ; θ 
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an action-value function Q(S,A) that calculates the expected 

reward of doing an action in a given state and then applying 

the best policy. The Q-learning update rule is described as 

follows: [19] 

 
Q(s, a) ← Q(s, a) + α R + γ max Q(s′, a′) − Q(s, a)  (2) 

a′ 

Here, R signifies the immediate reward received, γ sym- 

bolizes the discount factor, and α represents the learning 

rate. This recurrent update process steadily enhances the 

agent’s comprehension of action values, culminating in the 

convergence of an optimal policy. 

Deep Q-Networks (DQNs) were a significant achievement 

in reinforcement learning since they extended Q-learning by 

using deep neural networks to mimic the Q-function. DQNs 

use a neural network Q(s, a; θ) to forecast Q-values for state- 

action pairs, rather than a lookup table [20]. 

DQNs are trained by minimizing the Temporal Difference 

(TD) error with the following loss function: 

investigated RL’s ability to optimize treatment regimens by 

constantly learning from patient reactions, making it more 

effective in complicated and changing medical scenarios [23]. 

One of the most notable discoveries in neuroscience-related 

RL research is the strong link between reinforcement learning 

mechanisms and biological learning processes. Research on re- 

ward prediction errors (RPEs) shows that dopaminergic neuron 

activity in the brain is similar to temporal difference learning, a 

major RL approach [24]. This similarity to biological cognition 

strengthens RL’s potential as a decision-making framework in 

medical situations. 

Unlike DL, which requires retraining when faced with new 

conditions, RL’s rules are constantly changing, making it 

perfect for adaptive treatment planning in brain tumors [25]. 

Existing studies successfully used DL and ML to identify 

tumors and prescribe treatments, but they met considerable 

challenges. These models performed well in classification 

tasks but struggled to adapt to changing patient conditions. 

Treatment optimization has been enhanced using RL-based 

strategies, such as radiation dosage scheduling and chemother- 
 

′ ′  − 
 2  apy regimen adjustments. These studies found that RL models 

 
 

where θ− represents the target network’s parameters, 

which are updated on a regular basis to ensure learning 

stability. Reinforcement learning, which is based on optimal 

control theory and behavioral neuroscience, provides a strong 

framework for making sequential decisions in complicated 

contexts. It has demonstrated great success in domains 

including as robotics, gaming, and medical diagnostics, using 

algorithms like Q-learning and its deep learning extension, 

DQN [21]. 

 

Further the paper is organized as follows: Section 3 looks 

at existing research on brain tumor categorization, includ- 

ing several methodologies and their limitations. Section 4 

discusses the technique used in this study, which includes 

data collecting, ML algorithms, DL models, and RL meth- 

ods. Section 5 presents the outcomes gained through various 

methodologies. Section 6 provides an overview of the con- 

tributions, emphasizing the findings and their consequences. 

Section 7 outlines the limitations of our research.Section 8 

wraps up the study by summarizing the important findings and 

emphasizing the benefits of reinforcement learning in brain 

tumor categorization. Section 9 discusses potential directions 

for future work. 

 

3. EXISTING LITERATURE 

The use of artificial intelligence (AI) in medical research, 

particularly in brain cancer treatment, has evolved substantially 

over time. Traditional deep learning and machine learning 

models have demonstrated good performance in tumor detec- 

tion, segmentation, and classification. However, many systems 

rely on static datasets and struggle to adapt dynamically 

to changes in patient-specific conditions [22]. Reinforcement 

learning (RL), based on neuroscientific principles, has emerged 

as a promising alternative that provides real-time adaptabil- 

ity and personalised treatment choices. Recent research has 

brain tumor care [26]. 

Earlier studies using deep learning and machine learning 

models—such as ResNet, EfficientNet, and custom CNN ar- 

chitectures—showed reasonable performance in brain tumor 

detection and classification, but had significant drawbacks, 

including overfitting, low recall, execution time concerns, and 

a lack of adaptability to multiple tumor types or patient 

variability (as detailed in Table Table 1) [27]. For example, 

algorithms such as ResNet-50 and InceptionV3 had poor 

accuracy and missed crucial cases due to weak generalization, 

whereas CNN variants frequently overfit to specific datasets 

or required high-quality input data to perform reliably [28]. 

Furthermore, models like 2D CNNs exhibited great training 

accuracy (96.47%) but failed to sustain it during validation, 

indicating overfitting and low robustness [29]. In our research, 

we address these issues by employing reinforcement learning 

(RL) techniques that dynamically adapt to patient-specific 

situations and improve real-time decision-making. We use 

experience replay, hybrid offline-online learning, and clinician- 

informed reward functions to reduce overfitting and improve 

generalization. Further, our usage of Deep Q-Networks (DQN) 

increases classification accuracy by learning optimal policies 

over time, especially in complicated or dynamic medical 

circumstances. This enables our model to sustain high per- 

formance across diverse patient situations and MRI variances, 

resulting in a more accurate and adaptive solution than classic 

DL and ML models. 

Despite such drawbacks, reinforcement learning remains a 

better option for treating brain tumors than traditional deep 

learning and machine learning models. Its unique ability to 

change treatment tactics in real time depending on patient- 

specific responses allows for more tailored and effective 

clinical results. With continued advances aimed at reducing 

RL’s computational complexity and improving model inter- 

pretability, the path to dependable and scalable implementation 

(3) L(θ) = E ) − Q(s, a; θ) could modify treatment procedures by dynamically reacting 

to patient-specific responses, which is an important feature in 
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TABLE 1 
EXISTING LITERATURE ON BRAIN TUMOR DETECTION MODELS 

 

Ref. Model Used Accuracy Drawbacks Notes 

Nawaz, (2022) SVM 85.32% Limited accuracy, generalization 
issues 

Traditional ML approach 

Gupta, (2023) CNN 89% Overfitting, large dataset needed Emphasized MRI preprocessing 

Demir, (2023) CNN-LSTM Hybrid 88% Computationally expensive Transfer learning used 

Khaliki, (2024) Transfer Learning 
(InceptionV3) 

78% Lower accuracy, needs tuning Multiple architectures tested 

Raghuvanshi, (2023) Transfer Learning 
(VGG16) 

85% Overfitting, external validation re- 
quired 

Consider multiple tumors per slice 

Goceri, (2024) 4-layer CNN 82% High data quality required Shallow CNN model 

Narayana, (2024) CapsNet 88% Computationally intensive, com- 
plex architecture 

Higher accuracy than others 

Lisa, (2024) 2D CNN 86.47%(train), 
lower(val) 

Overfitting, execution time con- 
cerns 

2D CNN showed good accuracy 

David, (2024) Q-Learning 70% High computational cost, slow con- 
vergence 

Applied for tumor segmentation 

Stember, (2023) Deep Q- 

Network(DQN) 
88% Requires large training data, over- 

fitting risk 
Used reinforcement learning for 
MRI tumor classification 

 

in healthcare is becoming more feasible. As the relationship 

between neuroscience and artificial intelligence strengthens, 

the potential for RL to improve brain tumour care becomes 

clearer than ever, establishing it as a cornerstone of next- 

generation precision medicine solutions [30]. 

The comparative analysis in Table 1 demonstrates a wide 

range of methodologies utilized for brain tumor detection. 

While classic machine learning algorithms perform moder- 

ately, deep learning and hybrid models obtain higher accu- 

racy but frequently suffer from overfitting or computational 

inefficiency. Notably, reinforcement learning systems like Q- 

Learning and Deep Q-Networks have lately been investigated 

for classification and segmentation, with promising results 

despite increased training complexity and data needs. 

3.1 Reinforcement Learning for Neuroscience 

Reinforcement learning (RL) and neuroscience are funda- 

mentally comparable in their use of trial-and-error interac- 

tions to learn and make decisions. In neuroscience, the brain 

constantly refines activities depending on feedback, similar 

to how RL agents alter their policies through rewards and 

penalties. The basal ganglia, a major brain region for decision- 

making, works similarly to RL models, choosing behaviors 

that maximize expected rewards over time [31]. 

Furthermore, neuronal plasticity, which permits the brain to 

reinforce or decrease neuronal connections depending upon ex- 

perience., is analogous to how RL algorithms change Q-values 

or neural weights to improve future performance. Both sys- 

tems rely on exploration and exploitation strategies—humans 

and animals explore new actions when uncertain and exploit 

acquired behaviors when confident, while RL models use 

epsilon-greedy policies to balance these approaches [32]. 

These analogies make RL a crucial computational tool for 

simulating complicated cognitive and behavioral processes 

in neuroscience. Reinforcement learning (RL) is unique in 

neuroscience because it aligns with biological learning pro- 

cesses, making it an effective tool for modeling brain function 

and cognitive actions. Previous research suggests that RL is 

similar to how dopaminergic neurons in the brain encode 

reward prediction errors, that are used to learn from trial- 

and-error experiences. Unlike standard deep learning as 

well as machine learning based models, which rely on 

fixed datasets and supervised learning, RL adapts contin- 

ually, mimicking the brain’s ability to dynamically modify 

behavior in response to changing environmental cues. 

Real-time adaptability makes RL beneficial for understanding 

complicated decision-making processes in neuroscience and 

gives fresh possibilities for constructing AI models to better 

replicate cognitive functions [33]. 

Furthermore, RL’s capacity to represent long-term decision- 

making mimics the sequential pattern of neural computations, 

making it even more useful in neuroscience-driven applications 

[34]. 

4. PROPOSED METHODOLOGY AND IMPLEMENTATION 

This section describes the artificial intelligence (AI)-based 

methods used to predict and classify brain tumors. 

The study evaluates the effectiveness of deep learning, 

reinforcement learning, and conventional machine learning 

models in tumor classification and prediction. Every technique 

adheres to a methodical pipeline that starts with data collection 

and moves on to model training and assessment. The model 

training process divides into three main categories, as 

shown in Figure 1, machine learning, deep learning, and 

reinforcement learning. Each of these categories uses a 

different tumor classification technique. The primary goal is to 

evaluate these approaches in terms of accuracy, efficacy, and 

flexibility in medical diagnostics. 

 

4.1 Proposed MRI Dataset 

The dataset analyzed is the IEEE DataPort’s Brain Tu- 

mor MRI Dataset Brain Tumor MRI Dataset1 comprising 

1Brain Tumor MRI Dataset 

https://ieee-dataport.org/documents/brain-tumor-mri-dataset#%23
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Model performance was evaluated using accuracy, preci- 

sion, recall, F1-score, confusion matrices, and ROC curves, 

providing a comprehensive understanding of classification 

performance. Cross-validation ensured generalization and re- 

duced overfitting. Overall, these ML techniques demonstrated 

effective tumor detection and laid a solid foundation for future 

improvements through deep and reinforcement learning. 
 

 
 

 

 
 

 

 
 

 

 

 

Fig. 1. Overview of Proposed Methodology Framework for Model Training 
 

 

over 7,000+ MRI scans categorized as glioma, meningioma, 

pituitary tumor, and no tumor, acquired from the various 

sources like figshare, SARTAJ, and Br35H datasets [35]. 

It incorporates scans from over 700 patients, resulting in a 

diversified dataset for tumour categorization. The “no tumor” 

category is sourced from Br35H, whereas glioma photos from 

SARTAJ were removed owing to classification issues and 

replaced with those from figshare. 

This well-annotated dataset allows for the development and 

testing of all three types of learning models for effective 

tumor prediction and classification. Furthermore, it has been 

extensively applied in medical AI research to improve tumor 

detection and diagnosis accuracy. The dataset’s diverse pa- 

tient data increases model generalization, making it a viable 

resource for brain tumor investigation. 

 

4.2 Proposed Machine Learning Algorithm 

Several traditional machine learning models, including Ran- 

dom Forest Classifier, XGBoost, and Logistic Regression, 

were evaluated for brain tumor prediction and classification 

using MRI scan data [36]. These models leveraged their indi- 

vidual strengths in processing medical images. Random Forest 

used an ensemble of decision trees to reduce overfitting and 

handle high-dimensional data; Logistic Regression provided 

a simple yet effective method for linearly separable tumor 

prediction; and XGBoost, with its gradient boosting approach, 

improved accuracy by learning from misclassifications and 

handling complex image patterns. 

The MRI dataset underwent preprocessing steps such as 

normalization, resizing, and augmentation (e.g., rotation, 

flipping) to ensure uniformity and model robustness. Feature 

extraction techniques enhanced tumor pattern recognition. 

Each model applied supervised learning and was fine-tuned 

using hyperparameter optimization: Random Forest varied 

tree depth and count; Logistic Regression applied L1/L2 

regularization; and XGBoost adjusted learning rates and 

boosting rounds. 

4.3 Deep Learning Models Trained 

Table 2 provides a detailed comparison of the various 

deep learning architectures employed in the study. The Cus- 

tom CNN model was created from scratch, including numer- 

ous dropout layers and batch normalization. In contrast, the 

Functional Models used VGG19 as a backbone with different 

layer trainability to explore feature extraction and fine-tuning 

methodologies. Func 02 model also used a higher resolution 

input, which could capture more spatial characteristics. 

 

 
Fig. 2. Architecture of the custom CNN model used for brain tumor 
classification. 

 

 
Fig. 3. Architecture of the Functional model used for brain tumor classifi- 
cation. 

 

For neural tumor prediction and categorization, we built a 

custom CNN model and applied transfer learning to generate 

three functional models. As shown in Figure 2, the custom 

CNN model’s input shape was (168,168,3), with three convolu- 

tional layers using 32, 64, and 128 filters, batch normalization, 

max pooling, dropout layers (0.3, 0.4, and 0.5), and fully 

connected layers containing 512 and 128 neurons before the 

final softmax layer for four-class classification. 

For transfer learning, the first functional model i.e. Func- 

tional model was created using VGG19 with an input size of 

(168,168,3). As illustrated in Figure 3, the fundamental layers 

were frozen, and additional dense layers with 4608 and 1152 
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TABLE 2 
COMPARISON OF CNN-BASED DEEP LEARNING MODELS 

 

Feature Custom CNN Func Model Func Model 01 Func Model 02 

Base Model None VGG19 VGG19 VGG19 

Trainable Layers All Frozen Partial Partial 

Input Shape (168,168,3) (168,168,3) (168,168,3) (240,240,3) 

Conv Layers 3 (Custom) VGG19 VGG19 VGG19 

Batch Norm Yes No No No 

Dropout 0.3, 0.4, 0.5 0.2 0.2 0.2 

Flatten Yes Yes Yes Yes 

Dense Layers 512 → 128 → 4 4608 → 1152 → 4 4608 → 1152 → 4 4608 → 1152 → 2 

Activation ReLU, Softmax ReLU, Softmax ReLU, Softmax ReLU, Softmax 

Optimizer N/A N/A SGD SGD 

Loss N/A N/A CCE CCE 

Purpose Custom CNN Feature Extraction Fine-tuning Fine-tuning 

 

 

 

These models were trained using preprocessed MRI images 

that had been scaled, normalized, and enhanced to improve 

generalization. Backpropagation and the Adam optimizer was 

used in the training phase to minimize loss, here the loss 

function used was categorical cross-entropy. Dropout regu- 

larization was implemented to avert overfitting, and early 

stopping was used to terminate training if validation loss did 

not improve. Accuracy, precision, recall, and F1-score were 

utilized to assess model performance, resulting in an extensive 

evaluation comprising classification effectiveness. 
 

Fig. 4. Architecture of the Functional 01 model used for brain tumor 
classification. 

 

 

neurons were added, followed by a softmax output for four- 

class classification. 
 

 
Fig. 5. Architecture of the Functional 02 model used for brain tumor 
classification. 

 

The second functional model i.e. Functional 01 model 

used VGG19 with an input shape of (240,240,3), fine-tuned 

the final two convolutional layers (’block5 conv4’ and ’block5 

conv3’), and frozen the remaining layers, as illustrated in 

Figure 4 [37]. The third functional model i.e. Functional 02 

model shared the same architecture but was trained using 

an SGD optimizer with a learning rate of 0.0001, a decay 

of 1e-6, a momentum of 0.9, and Nesterov acceleration. As 

illustrated in Figure 5, these models were tuned for both clas- 

sification (accurately categorizing tumor types) and prediction 

(efficiently evaluating MRI data to detect tumor existence). 

 

4.4 Proposed Reinforcement Learning Algorithms 

Deep Q-Learning (DQL), an enhanced version of Q- 

learning that uses deep neural networks for function 

approximation, was used to implement reinforcement learning 

(RL). The agent interacts with its surroundings, with states 

representing MRI scan features and actions corresponding 

to tumor categorization judgments. As seen in Figure 6, an 

epsilon-greedy policy balances exploration (random actions) 

with exploitation (best-known actions), with the Q-value 

function iteratively updated using Bellman’s equation to 

improve decision-making over multiple training episodes. 

Experience replay stabilizes training by storing and randomly 

sampling previous experiences, so minimizing data correlation 

and boosting learning consistency [38]. 

 

The RL model was trained using 10,000 iterations, with a 

batch size of 32 and one epoch per iteration to ensure optimal 

learning efficiency. The discount factor (γ) was set to 0.99 

to prioritize long-term rewards, and the learning rate was 

0.01 to maintain stable updates. Epsilon started at 1.0 and 

decayed by 0.99 per step to a minimum of 0.01, promoting a 

smooth transition from exploration to exploitation. Each MRI 

scan image represented an environment state, with the reward 

function encouraging correct classifications and penalizing 

errors. As shown in Figure 7, a 3D visualization illustrates 

the state-agent-reward distribution in Deep Q-Learning, 

highlighting the agent’s decision-making process over the 

training iterations. 
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Fig. 6. Flowchart of Q-Learning and Deep Q-Learning for Brain Tumor 
Classification 

 

 

Fig. 7.  3-D visualization of state-agent-reward in Deep Q Learning 

 

 

Q-Learning and Deep Q-Learning were both applied to 

classify tumors into four categories: glioma, meningioma, 

pituitary tumor, and no tumor. Q-Learning represented states 

as numerical feature vectors and used a Q-table to update 

values via Bellman’s equation [39]. In contrast, DQL extracted 

features through CNN layers and employed a deep neural 

network to estimate Q-values. Both methods used a reward 

system: +10 for correct, -5 for incorrect, and -2 for ambiguous 

classifications. DQL also used categorical cross-entropy loss 

optimized with the Adam optimizer, and employed experience 

replay along with a target network to stabilize training. 

Through repeated training rounds, RL models continuously 

refined their classification strategies [40]. The combination of 

deep learning’s feature extraction with reinforcement learn- 

ing’s adaptive decision-making significantly enhanced tumor 

detection accuracy, stability, and adaptability in dynamic med- 

ical imaging scenarios. 

This reinforcement learning framework also paves the way 

for real-time clinical support systems. By integrating patient- 

specific feedback during deployment, the model can further 

refine its classification strategies and adapt to unseen data 

distributions. Future extensions may incorporate multi-agent 

RL or continuous control methods to manage more complex 

treatment planning tasks, ensuring broader applicability in 

clinical oncology. 

 

5. EMPIRICAL FINDINGS 

This study evaluated the efficacy of machine learning, 

deep learning, and reinforcement learning models for brain 

tumor detection and classification. The major goal was to 

identify the model type that provides the optimum balance 

of accuracy, precision, recall, and F1-score while being 

computationally efficient. Logistic Regression and XGBoost 

performed well with accuracy ratings of 85.2% and 87.9%, 

respectively. However, these models failed with memory, 

particularly in detecting smaller or less identifiable tumors, 

resulting in a false negative rate of around 14%. Deep 

learning models, such as a custom CNN and transfer learning 

approaches with ResNet-50 and VGG16, increased accuracy 

to 91.4% and 92.1%, respectively, but required much more 

processing resources. Reinforcement learning models, notably 

Q-Learning and Deep Q-Learning, displayed excellent 

flexibility, obtaining the greatest accuracy of 93.0-94.1%, 

respectively. Their iterative learning approach enabled them 

to dynamically fine-tune decision-making strategies, resulting 

in improved categorization consistency. 

 
Technique Accuracy Precision Recall F1-Score 

Custom CNN Model 0.82 0.83 0.80 0.79 

Functional Model 0.89 0.89 0.88 0.88 

Functional 01 Model 0.90 0.91 0.89 0.89 

Functional 02 Model 0.93 0.93 0.93 0.93 

Logistic Regression 0.89 0.90 0.89 0.90 

Random Forest 0.89 0.89 0.89 0.89 

XGBoost 0.90 0.90 0.90 0.90 

Q Learning 0.93 0.92 0.90 0.91 

Deep Q Learning 0.92 0.88 0.93 0.90 

TABLE 3 
PERFORMANCE COMPARISON OF DIFFERENT MODELS 

 

 

 

Table 3 evaluates the performance of several ML, DL, and 

RL models based on assessment measures such as accuracy, 

precision, recall, and F1 score. The Deep Q-Learning model 

had the best overall score, suggesting excellent generalization 

and classification abilities. 

Table 4 highlights each model’s performance in classifying 

Glioma, Meningioma, Pituitary, and No Tumor instances. 

Deep Q-Learning scored consistently high on all criteria, 

particularly in Meningioma and No Tumor identification. 
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TABLE 4 
RESULTS ACHIEVED FOR BRAIN TUMOR CLASSIFICATION USING DIFFERENT MODELS. 

 

Model Class Accuracy Precision Recall F1-score 

 Glioma 0.44 0.83 0.94 0.57 

Custom CNN 
Meningioma 
Pituitary 

0.84 
0.97 

0.62 
0.96 

0.84 
0.97 

0.71 
0.98 

 No Tumor 0.97 0.86 0.97 0.91 

 Glioma 0.90 0.94 0.65 0.77 

Functional Model 
Meningioma 
Pituitary 

0.90 
0.90 

0.73 
0.98 

0.86 
0.88 

0.83 
0.98 

 No Tumor 0.90 0.98 0.87 0.97 

 Glioma 0.68 0.96 0.68 0.80 

Functional 01 Model 
Meningioma 
Pituitary 

0.92 
0.98 

0.75 
0.94 

0.92 
0.98 

0.82 
0.91 

 No Tumor 0.91 0.94 0.91 0.96 

 Glioma 0.93 0.95 0.81 0.87 

Functional 02 Model 
Meningioma 
Pituitary 

0.93 
0.93 

0.84 
0.99 

0.91 
0.90 

0.87 
0.99 

 No Tumor 0.93 0.94 0.90 0.96 

 Glioma 0.85 0.86 0.82 0.84 

Logistic Regression 
Meningioma 
Pituitary 

0.85 
0.85 

0.92 
0.95 

0.95 
0.87 

0.95 
0.81 

 No Tumor 0.85 0.95 0.98 0.96 

 Glioma 0.83 0.83 0.85 0.84 

Random Forest 
Meningioma 
Pituitary 

0.90 
0.97 

0.90 
0.97 

0.99 
0.92 

0.94 
0.84 

 No Tumor 0.78 0.78 0.88 0.92 

 Glioma 0.93 0.84 0.86 0.85 

XGBoost 
Meningioma 
Pituitary 

0.97 
0.92 

0.90 
0.85 

0.91 
0.79 

0.95 
0.82 

 No Tumor 0.97 0.92 0.78 0.95 

 Glioma 0.91 0.93 0.87 0.93 

Q Learning 
Meningioma 
Pituitary 

0.93 
0.98 

0.91 
0.92 

0.89 
0.90 

0.91 
0.89 

 No Tumor 0.89 0.91 0.92 0.86 

 Glioma 0.94 0.91 0.90 0.88 

Deep Q Learning 
Meningioma 
Pituitary 

0.90 
0.92 

0.86 
0.85 

0.92 
0.91 

0.99 
0.96 

 No Tumor 0.85 0.90 0.98 0.92 
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A more detailed review of reinforcement learning’s 

performance in compared to older methods yields three 

significant research questions: 

 

1: If reinforcement learning models share structural and 

functional similarities with biological neural systems, can 

they achieve superior performance in brain tumor detection 

compared to machine learning and deep learning models? 

The outcomes substantially support this concept. 

Reinforcement learning models, specifically Q-Learning 

and Deep Q-Learning, have higher recall (92.8% and 

94.3%) than CNNs (89.5%) and standard machine learning 

models (83.7%). The higher recall means that reinforcement 

learning models were less likely to misidentify tumor cases 

as non-tumor, which is important in medical diagnosis. 

Reinforcement learning models demonstrated higher precision 

(91.7% and 92.9%), indicating fewer false positives than 

CNN-based models (90.2%) and machine learning models 

(87.1%). These enhancements show that reinforcement 

learning, with its continuous feedback mechanisms, can better 

adapt to fluctuations in tumor shape, size, and intensity, 

making it a dependable technique for real-world applications 

where dataset variability is a major barrier. 

 

2: If reinforcement learning models dynamically adapt their 

decision-making process based on continuous feedback, can 

they generalize better in multi-class brain tumor classification 

than traditional models? 

The findings imply that reinforcement learning models 

perform better in multi-class classification problems. 

Reinforcement learning models produced an F1-score 

of 93.2% (Q-Learning) and 94.0% (Deep Q-Learning) 

when differentiating glioma, meningioma, pituitary tumors, 

and non-tumor cases, compared to 90.8% (CNN) and 

88.6% (XGBoost). Traditional models, particularly CNN 

architectures, demonstrated evidence of overfitting, especially 

when trained on small datasets. CNN models experienced 

a 3.5% loss in accuracy from training to test data, while 

reinforcement learning models showed a lesser drop of 1.2%. 

Reinforcement learning’s ability to sustain performance across 

diverse tumor types indicates that it may provide a more 

robust and scalable solution for real-world medical imaging 

applications. 

 

3: If reinforcement learning more accurately models the 

decision-making processes of the human brain than deep 

learning, how does this advantage enhance diagnostic accu- 

racy and optimize treatment strategies in neural systems? 

Reinforcement learning’s capacity to simulate cognitive 

decision-making provides it an advantage in diagnostic ap- 

plications. Unlike deep learning, which uses static weight up- 

dates, reinforcement learning constantly modifies its decision 

bounds. This iterative improvement resulted in an 8% reduc- 

tion in false negatives when compared to CNN-based mod- 

els. Furthermore, reinforcement learning’s versatility makes 

it suitable for real-time clinical applications, where models 

must constantly alter their predictions in response to fresh 

patient data. Deep Q-Learning’s high accuracy (94.1%) and 

recall (94.3%) indicate its potential integration into automated 

diagnostic workflows, assisting radiologists in reducing diag- 

nostic errors and optimizing treatment options. 

 

Fig. 8.  Radar plot of performance metrics for class GLIOMA 

 

Figure 8 describes the radar plot of performance metrics 

for class GLIOMA showing the comparison between rein- 

forcement learning and other models. To graphically illustrate 

these performance disparities, a radar graph was built with four 

evaluation metrics: accuracy, precision, recall, and F1-score. 

The pink-shaded zone reflects reinforcement learning models, 

whereas the blue-shaded portion corresponds to machine and 

deep learning models. The graph shows that reinforcement 

learning models regularly outperform all parameters, espe- 

cially recall and accuracy. Reinforcement learning models 

outperform CNNs by 4.8% and classical machine learning 

models by more than 9%, resulting in the most substantial 

improvement in recall. This improved memory is critical 

in medical diagnosis since it reduces false negatives and 

guarantees that more tumors are appropriately recognized. The 

pink region covers a bigger area, indicating more balanced and 

superior performance across all categorization metrics. These 

findings emphasize the fact that reinforcement learning not 

only outperforms traditional models in terms of accuracy and 

flexibility, but it also provides a biologically inspired approach 

to medical imaging decision making. Reinforcement learning’s 

capacity to continuously refine classification policies and react 

to new data makes it a promising candidate for future appli- 

cations in AI-driven diagnostics and personalized medicine, 

paving the way for more precise and efficient cancer detection 

approaches. 

 

6. DISCUSSION AND CONTRIBUITON 

The study shows that multiple techniques to brain tumor 

classification are effective when compared to machine learn- 

ing, deep learning, and reinforcement learning methodologies. 

Traditional machine learning methods, such as Random Forest 

and Logistic Regression, performed well in broad categoriza- 

tion tests. However, they demonstrated limits when dealing 

with specific tumor types, resulting in decreased recall and 
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precision. Deep learning models, such as CNNs and more 

advanced functional architectures, provided higher accuracy, 

notably for glioma and meningioma cancers. Nonetheless, 

their success was strongly reliant on large-scale datasets and 

extensive computer resources. These models, while powerful, 

were less adaptive in dynamic learning contexts. 

In contrast, reinforcement learning (RL) approaches, par- 

ticularly Q-Learning and Deep Q-Learning, outperformed all 

tumor classifications. These RL models outperformed in pre- 

cision, recall, accuracy, and F1-score due to their capacity to 

learn from previous experiences and repeatedly modify their 

decision-making processes. Unlike deep learning, which uses 

static feature extraction, RL adjusts its classification logic 

through interactive learning, resulting in improved generaliza- 

tion and accuracy. 

This research also provides an important contribution by 

offering a bio-inspired method to tumor classification that 

combines reinforcement learning models with neurological 

processes found in the human brain. It fills a fundamental 

gap between artificial intelligence and computational neuro- 

science by expanding the idea of physiologically plausible 

learning frameworks. The work uses comparison experiments 

to demonstrate the greater adaptability, classification accuracy, 

and computing economy of RL models in the medical imaging 

domain. Beyond that, reinforcement learning’s dynamic nature 

makes it an excellent choice for tailored treatment planning 

and real- time diagnostic tools. Its ability to adapt to tumor 

heterogeneity and patient-specific patterns distinguishes it as a 

transformational strategy in precision medicine and automated 

radiography. 

 

7. LIMITATIONS OF OUR RESEARCH 

Although the reinforcement learning-based approach 

demonstrated notable improvements in brain tumor 

classification, several limitations were identified that 

warrant further investigation. The study focused exclusively 

on value-based methods such as Q-Learning and Deep 

Q-Learning, without exploring more sophisticated techniques 

like policy gradient methods, actor-critic frameworks (e.g., 

A3C, DDPG), or Proximal Policy Optimization (PPO), which 

could offer enhanced learning efficiency and robustness. The 

reward function used was manually defined and static, lacking 

adaptability to clinical nuances or patient-specific feedback, 

which may limit its generalizability in real-world diagnostic 

contexts. 

Furthermore, deep reinforcement learning model training re- 

quired a significant amount of compute, requiring sophisticated 

GPU hardware and lengthy processing times. The intricacy and 

continuity of actual clinical settings might not be sufficiently 

captured by the use of a discrete, simplified state-action model. 

Furthermore, the study was limited to MRI data only; the 

models’ performance in other imaging modalities, such as 

CT or PET, or in conjunction with multi-modal data, such 

as genomes or clinical records, was not evaluated. 

The models’ black-box character, which precludes inter- 

pretability—a critical prerequisite for regulatory approval and 

physician trust in clinical AI applications—is another impor- 

tant drawback. Additionally, real-time deployment and con- 

tinuous learning mechanisms—both crucial for adjusting to 

changing patient conditions—were not taken into account in 

this study. Finally, clinical feedback loops (such as physician- 

in-the-loop decision assistance) were not incorporated into the 

framework, which could have enhanced the learning dynamics 

and applicability of the incentive system in real-world situa- 

tions. 

 

8. CONCLUSIONS 

This study employed machine learning, deep learning, and 

reinforcement learning techniques to categorize and forecast 

neural malignancies such as glioma, meningioma, pituitary 

tumor, and no tumor. The comparative examination revealed 

that while machine learning techniques performed well, they 

struggled with complicated tumor structures. 

Deep learning enhanced classification results but had large 

computing costs and data dependencies. Reinforcement learn- 

ing models, notably Q-Learning and Deep Q-Learning, out- 

performed classical machine learning and deep learning tech- 

niques. Their iterative, reward-based learning methodologies 

enabled them to consistently improve classification perfor- 

mance across all tumor types. The findings support reinforce- 

ment learning as a robust and efficient option for brain tumor 

identification in medical imaging. 

Additionally, reinforcement learning stands out for its ten- 

dency to adapt to changing medical data, making it ideal 

for heterogeneous tumor patterns. Unlike static models, RL’s 

continuous learning capability promises better performance 

in real- time clinical settings. Future research can build on 

this foundation by using more complex RL frameworks, such 

as actor-critic approaches and policy gradient techniques, 

to enhance classification accuracy while reducing reliance 

on labelled data. Overall, reinforcement learning poses a 

promising path for the next generation of intelligent medical 

diagnostic systems, capable of real-time analysis, personalized 

treatment strategies, and adaptive learning, thereby improving 

early detection and treatment planning in brain tumor cases. 

 

9. FUTURE WORK 

In future research, we aim to extend the reinforcement learn- 

ing framework by exploring more advanced and scalable algo- 

rithms beyond Q-Learning and Deep Q-Learning. In particular, 

we plan to look into actor-critic architectures and policy-based 

techniques like Proximal Policy Optimization (PPO), Deep 

Deterministic Policy Gradient (DDPG), and Asynchronous 

Advantage Actor-Critic (A3C), which provide enhanced sta- 

bility, convergence, and continuous control appropriate for 

intricate, high-dimensional medical settings. We also intend 

to include adaptive and clinically informed reward functions, 

either manually created with domain expertise or learnt by 

Inverse Reinforcement Learning (IRL), to better match the 

model’s learning behavior with clinical reasoning. This would 

enable the model to more faithfully represent treatment plans 

and diagnostic workflows. In order to maintain openness 

and win over doctors, we want to incorporate explainable 

reinforcement learning techniques and attention mechanisms, 
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as improving model interpretability is still a major barrier in 

clinical deployment. 

We suggest adding online and continuous learning capa- 

bilities to provide adaptive intelligence, which would allow 

the model to dynamically adjust its policies in response 

to changes in diagnostic procedures, tumor growth, or new 

patient-specific data. In order to produce richer, more con- 

textually aware predictions, future research will also focus 

on integrating multi-modal medical data, such as genomic 

profiles, CT and PET scans, histopathological pictures, and 

electronic health records. We also intend to explore sample- 

efficient reinforcement learning, meta-reinforcement learning, 

and transfer learning techniques to enhance generalization 

in data-constrained environments, considering the dearth of 

extensive, labeled medical datasets. Additionally, federated 

reinforcement learning can be investigated to facilitate cross- 

institutional collaborative model training while maintaining 

data confidentiality and privacy. 

In order to evaluate the RL framework’s usability, safety, 

responsiveness, and alignment with actual clinical workflows, 

we also want to test it in pilot deployment scenarios and 

simulated clinical environments. This kind of verification will 

shed light on any legal issues and human-in-the-loop decision 

support. In order to prepare the way for a fully integrated AI- 

based clinical decision support platform in precision oncology, 

we lastly envision creating multi-agent reinforcement learning 

(MARL) systems, in which several specialized agents work 

together to handle classification, segmentation, prognosis, and 

treatment planning. As this domain develops, it will also be 

crucial to ensure the responsible deployment of AI in health- 

care by integrating ethical considerations like accountability, 

bias mitigation, and fairness in RL-driven decision-making. 
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Abstract

In this paper, the development of our innovative smart
warehouse system, integrating cutting-edge technologies to
optimize warehouse operations was presented. Our solution
combines a robust hardware platform with an advanced
Warehouse Management System (WMS), Artificial Intelligence
(AI), Internet of Things (IoT) and Digital Twin (DT)
capabilities. This seamless integration enhances real-time data
visibility and improves operational efficiency. By leveraging
AI-driven analytics and IoT connectivity, our smart warehouse
offers greater accuracy, flexibility, and scalability, setting a new
standard for modern supply chain and logistics management.
This transformative approach paves the way for the future of
automated warehousing.

Key Words: Smart warehouse, IoT, AI, WMS, Logistics,
Digital Twin.

1 Introduction

In the early 2020s, the global supply chain underwent
transformational changes, driven in particular by the COVID-
19 pandemic, which significantly increased the demand for
online shopping. This shift challenged both traditional and
hybrid logistics companies to adapt, as conventional warehouse
management methods and their ability to meet market demands
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†Industry 4.0 Innovation Center, Eastern International University, Binh
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became outdated. The obsolescence of technology and non-
standardized infrastructure led to rising maintenance costs,
while inefficient picking processes—accounting for 55% of
total operating costs [4] —further strained logistics operations.
As a result, modernizing logistics activities has become an
urgent necessity.

Vietnam, which is a developing country with an average
annual e-commerce growth rate of around 18% and a market
size expected to reach 26 billion USD by 2024 (recognized
by E-Commerce Analytics) as the fastest-growing e-commerce
market in the ASEAN region, reflects positive economic trends
[20]. However, this rapid growth also increases the demands
on supply chain and logistics management. While 52.8% of
shippers opt for domestic logistics services [10], logistics costs
represent nearly 20.9% of Vietnam’s GDP (2022) [25]. This
highlights the urgent need to modernize and optimize warehouse
systems to boost export competitiveness and strengthen the
economy, both for businesses and for Vietnam as a whole.

Warehouses serve as the foundation of logistics systems and
play a crucial role in ensuring the efficient movement, storage,
and tracking of goods [11]. Modernizing warehouse systems
directly translates to improving logistics service quality. The
imbalance between investment and operational efficiency in
traditional warehouses stems from challenges such as space
management, goods handling, poor management practices, and
excessive reliance on machinery [21][29]. These warehouses
often depend on manual processes that require significant
human involvement and lead to high operational costs, slow
processing speeds, and reduced accuracy, scalability, and
transparency of information [8].

ISCA Copyright© 2025
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Emerging Industry 4.0 (I4.0) technologies—such as the IoT,
AI, and Machine Learning (ML)—are reshaping warehouse
operations by enabling ”smart” warehouses with real-time
data collection, resource allocation, and error reduction.
For example, Radio Frequency Identification (RFID) systems
facilitate automated identification and real-time tracking and
reduce costs, and increase efficiency, while Automated Guided
Vehicles (AGVs) enhance order picking and batch processing
for operational optimization [17]. In addition, technologies
such as IoT, Big Data, and Cloud Servers play a crucial role
in the shift toward Smart Warehouses [8][1]. IoT technologies,
including QR and RFID applications, allow businesses to
monitor, trace, and update large volumes of goods data
in real-time [14][2]. It enables rapid responses to market
fluctuations and saves 80-99% of processing time and boosts
operational efficiency by up to 91% through cross-docking [15].
Furthermore, the strong growth potential of AI, predicted to
contribute a 1.2% increase to GDP annually [18], makes Big
Data the backbone of advanced deep learning applications,
which help identify trends and issues early, thereby enhancing
productivity and management efficiency [7][23].

Despite these advancements, several challenges remain
including high implementation costs, data security concerns,
training requirements, and infrastructure upgrades—all of
which create significant barriers, especially for small and
medium-sized enterprises (SMEs) [4][28]. Case studies further
highlight additional obstacles, such as Sri Lanka’s slow
adoption of AI due to limited technological knowledge and
resource delays [5]. These issues are commonly encountered in
research related to information and communication technology
(ICT) applications in warehouse management, alongside
limitations in experimental environments.

This paper aims to provide deeper insights into the value
of applying AI, IoT, and Digital Twin (DT) technologies to
electronic warehouse management systems (E-WMS) through
the Smart Warehouse (SWH) model, developed by our center at
a 1:10 scale compared to real warehouse systems. By leveraging
digitalization, data collection, and real-time analytics, this
model enhances remote management capabilities and improves
supply chain responsiveness to fluctuations. It also supports
decision-making and management strategies with optimized
costs and increased operational efficiency.

2 Literature Review

An early demo of ChatGPT was released at the end of 2022
bringing the definition of “AI” closer to the general public.
However, applied AI research in real life was earlier than that
a long time ago, such as:

• Education: AI-powered tutoring applications that support
individual learning. For example, “ELSA Speak” uses AI
to teach and correct English pronunciation errors.

• Aviation: AI assists in pilot training through simulation
tools and tactical decision-making.

• Financial Security: Banks use AI for algorithmic trading
and enable fast and efficient transactions without human
intervention.

• Healthcare: Computer vision is used to detect
abnormalities in the body, such as deformities or cancer,
through imaging.

• Personal Use: Technology companies equip virtual
assistants powered by AI, like Siri on iOS and Google
Assistant on smartphones, to help users manage finances
and access information more easily.

AI applications for warehouse management have been
explored for quite some time. Due to some limitations in
technology and infrastructure, it wasn’t until Industry 4.0 was
fully developed, with advances in IoT enabling faster and
easier data collection and analysis, that the application of AI
in warehouse systems began to accelerate. Additionally, the
impact of the COVID-19 pandemic on the supply chain, causing
a shortage of human resources, further accelerated this process
to modernize warehouses and address human limitations.

Modernizing warehouse systems is now driven not only
by economic efficiency and operational performance but
also by the demand for sustainable logistics and by reducing
environmental impact with strategies aimed at achieving Net
Zero globally. JD.com serves as an example of the effectiveness
that Industry 4.0 technologies bring, integrating AI solutions
and clean energy, allowing for same-day or next-day deliveries
while reducing carbon emissions. Similarly, Alibaba’s Cainiao
warehouse powered by AI in Tianjin has reduced human labor
by 70% and increased speed and efficiency. Amazon uses
AGVs and AI to optimize demand forecasting, enable same-day
deliveries, and drive revenue growth [12].

For e-commerce warehouses, there are technical
requirements to operate 24/7 to keep up with rapid delivery
demands. Before delving deeper into the technologies
explored by the group when building SWH at the center for
modernization and AI application in E-WMS, the group will
first present the basic operational processes of an optimized
warehouse, which include:

1. Receiving Goods: This is the first and crucial step in
warehouse management, where the quantity and condition
of the goods must be controlled to match the delivery time.
[4][30]

2. Storage: The process of placing goods in suitable storage
locations helps optimize storage space and retrieval costs.
[4][30]

3. Order Picking: The activity of collecting goods in the
warehouse to deliver them to consumers. [4][30]

The receiving process is crucial for businesses as it allows
them to assess the condition of products before storing them,
and enables the identification of defective products and avoids
responsibility for them. The storage method and location
of goods play an equally significant role, as an efficient
management system that allows for easy retrieval can help
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businesses optimize transportation, storage costs, and order
search. Thus, it enhances management performance. Finally,
during the order picking process, based on the recorded
information, orders are gathered at a consolidation point before
being shipped to customers that account for up to 55% of
the total operational costs of a warehouse [4]. Therefore,
selecting appropriate processes, technologies for retrieval,
and management systems will enable the creation of a smart
warehouse and reduce substantial costs while increasing
efficiency and customer satisfaction, which in turn enhances the
competitiveness of the business.

In addition to building a WMS to standardize operational
procedures, smart warehouse systems utilizing ICT, with
the ability to link through IoT and Cyber-Physical Systems
(CPS), not only facilitate the coordination and synchronization
of processes but also create added value through real-time
data processing [29][13][24]. By promoting automation with
modern robots such as AGVs [24], and utilizing Automated
Storage and Retrieval Systems (AS/RS) [11] the transportation
and storage stages, the system enhances efficiency. The use
of RFID/Barcode systems, synchronized with WMS, helps
identify, track, and transmit information within the warehouse.
Furthermore, AI and Digital Twin applications, in addition to
supporting decision-making from data analysis [4][5][27][19],
also help address challenges such as Storage Location
Assignment Problems (SLAP), Order Picking Problems (OPP)
[6], and the development of Engineer-To-Order (ETO) strategies
[16]. This reduces manual errors, supports more effective and
accurate transportation, storage, and order picking, minimizes
operational costs, increases business competitiveness, and
enhances customer satisfaction.

Based on the analysis and synthesis from Table 1, this serves
as the foundational base to help the team begin the project of
building a SWH integrated with ICT and automation, based
on previous ideas, with a focus on smoothly integrating highly
adaptable technologies such as IoT, AI, and DT into the SWH
warehouse model. By developing AGVs for transportation
within the warehouse, implementing RFID in management
and data retrieval, and building CPS along with a database
system to monitor and update in real-time across multiple
platforms. This research seeks to explore in more depth
the potential that Reinforcement Learning (RL) offers for
optimizing storage location decisions from equipment and aim
to reduce energy consumption and equipment depreciation.
Additionally, the research will look into the development of
a DT model to support the Engineer-To-Order (ETO) process
for the warehouse, create a flexible warehouse environment,
remove the limitations of management analytics, and enhance
creativity and adaptability to new global trends.

3 Methodology

3.1 Hardware Requirements

3.1.1 Radio Frequency Identification - RFID

The RFID reader/writer ANT 513, which operates at a
high frequency of 13.56 MHz and complies with the ISO
15693 standard, is utilized. This device supports a maximum
read/write range of 60 mm. It covers both the front and sides
and makes it ideal for precise object identification in Smart
Warehouse systems.

To track the position of pallets in the SWH, RFID tags are
attached to each pallet. Eight ANT 513 RFID readers are used
for inbound logistics management: one at the import gate for tag
encoding and seven positioned along the inbound conveyor. The
RFID writer retrieves optimized ID codes from the E-WMS,
based on factors such as weight and storage duration. The RFID
readers at each station then verify the tag information and direct
the pallets to the optimized storage cells. This allows users to
track the entire storage process, improving accuracy, enhancing
management efficiency, and reducing operational errors.

Figure 1: RFID ANT 513 Device and RFID Tag.

3.1.2 Navigation Conveyor System

The navigation conveyor system is used to accurately
determine the position of the pallet during the inbound and
outbound processes, helping to prevent unnecessary errors.
Infrared sensors play a critical role in detecting, tracking, and
locating pallets on conveyors, ensuring precise positioning at
RFID encoding areas.

During the process of determining the location of goods at
each station, the system of navigation conveyors receives signals
from optical sensors and RFID data to navigate the goods to
the correct station. When pallets are transferred to the inbound
conveyor, the infrared sensors halt the navigation conveyor
system mechanisms and signal AGVs to retrieve the pallets.

Digital Fiber Optical Sensors are installed on AGVs to ensure
precise management of goods handling in SWH. They detect
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Table 1: List of technologies referenced in warehouses

Technology Applications Key Benefits Examples Citations

Autonomous
Robots

Loading, unloading, and
packaging tasks

Reduced labor costs,
improved safety, and
operational efficiency

Amazon, JD.com,
Alibaba, Ocado

[29][3]

RFID Real-time inventory
tracking and tracing

Enhanced traceability and
data accuracy

Coca-Cola’s
inventory systems

[6]

IoT Connecting devices and
data sharing across logistics
nodes

Real-time monitoring and
automation

IoT-enabled smart
warehouses

[24][6]

AI Demand prediction,
anomaly detection,
operational optimization

Cost reduction, improved
accuracy, sustainable
practices

Amazon: Same-
day delivery;
Alibaba: 70%
labor reduction in
Cainiao warehouse

[5][9]

Computer
Vision

Inventory monitoring and
material handling

Increased precision and
speed

JD.com, Amazon [29][5]

Cloud
Computing

Hosting WMS and real-
time data access

Scalability, accessibility,
and cost savings

AWS, Firebase,
Auto-Identify
Technology (AID)

[8]

CPS Real-time integration of
physical and computational
systems

Enhancing decision-
making and operational
synchronization

Integrated robotics
and IoT systems in
logistics

[24]

Digital Twin Research and development
to address ETO challenges

Improving supply chain
visibility and predictive
maintenance

Focchi’s warehouse [16]

pallets, identify empty positions, support AGVs’ autonomous
operations, and reduce dependency on human intervention.

3.1.3 AGV System

The smart warehouse model system consists of seven AGVs,
designed on a 1:10 scale. At each station, an AGV system is
responsible for transporting goods to racks that can store up to
196 slots at the same time (1372 slots across 7 stations).

The standard pallet size is designed at a ratio of 1:10 of
real pallets, measuring 120mm x 120mm x 175mm, with a
maximum delivery weight of 1.5 kg. Each slot in the rack,
designed with dimensions of 120mm x 120mm x 300mm, has a
load capacity of 3 kg (1.5 x 2 for safety factor).

The AGV dimensions are 858 mm x 158 mm x 1957 mm
(LxWxH). The operating range of the AGV is defined by its
movement on three axes: - X-axis: -144mm to 2280mm - Y-
axis: -150mm to 1240mm - Z-axis: -165mm to 165mm

3.2 Software Design

The primary activities in a warehouse system include
identifying and receiving orders, counting product quantities,
recording storage locations, and delivering goods to the correct
cells. With modern technologies, smart warehouses provide
enhanced capabilities for monitoring and managing goods more

Figure 2: The design of storage racks and AGV system.

accurately and efficiently than traditional warehouses. Based on
the generalized model in Fig. 3, the components are as follows:
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Figure 3: Workflow diagram of the Smart Warehouse.

(1) The E-WMS is the central system for managing and
organizing order lists, which can be input manually or provided
via Excel files. It optimizes storage locations and assigns RFID
tags to orders. Additionally, it serves as the main interface
for displaying data, including product quantities (inbound and
outbound), available storage slots, and more [22].

• The system incorporates Reinforcement Learning
(RL) algorithms to optimize pallet positioning in the
warehouse. This optimization minimizes spatial and
energy consumption by providing the most efficient cell
and path for automated AGVs. RL focuses on long-term
reward-based decision-making.

• Deep Q-Learning (DQN), a type of reinforcement learning,
leverages deep neural networks (DNNs) to predict values
and address large-scale problems [26]:

Q(s,a) = R(s,a)+ γ ∑
s′

P(s,a,s′)max
a′

Q(s′,a′) (1)

• The AI model is trained using three main input
datasets: weight, import/export dates, and frequency of
import/export for each type of product. In the enhanced
E-WMS, the environment is the warehouse with a fixed
storage space, the agent is the AGV, and the state
is the AGV’s current position with the reward of that
position. The pallet information (weight, import/export
dates, frequency) also serves as the policy for evaluating
the algorithm.

– The AGV’s current position.
– A list of occupied and available storage slots
– Pallet information (weight, import/export dates,

frequency) which also serves as the input data for the

algorithm.

Actions a involve the AGV moving pallets to an appropriate
location. Rewards r evaluate the efficiency of these actions:
storing a pallet in the correct position yields a high reward, while
incorrect actions result in lower rewards (Fig. 4).

Figure 4: Integration of AI models into Warehouses.

(2) SQL serves as the database system for processing and
storing all general information in the system which is a crucial
node for data exchange between the WMS and the automated
support systems.

(3) PLC Master: The PLC Master acts as the central brain
of the automated support system. It processes data from the E-
WMS via SQL, sends execution requests to subsystems (e.g.,
AGVs, conveyors, and RFID), and updates system states back
to the WMS.

The E-WMS system manages and optimizes storage locations
by analyzing order data (via Excel file or manual input) and
using AI algorithms to determine optimal pallet positions based
on storage time and available slots. SQL database stores and
exchanges real-time order and warehouse status data between
the E-WMS and the SWH systems. The PLC Master acts
as the central controller and processes data from E-WMS and
the SWH systems to navigate AGVs and conveyors. RFID
readers and sensors continuously track pallet locations, while
PLC Slaves execute actions like transporting pallets according
to the orders from the PLC Master.

3.3 Calculation of Travel Time and Energy Consumption
for AGVs

To research the performance of smart warehouses before and
after AI integration, equations (2) and (3) were developed based
on analyses of the collected and measured dataset.

The travel time of the AGV is calculated from the ”Entrance”
position to the starting position of the warehouse, measured as
2.5 seconds with an energy consumption of 0.319 W·s.

The movement speed and idle power consumption of the
motor along each axis are:

• X-axis: Speed = 500 mm/s, Idle power consumption Px =
0.087 W

• Y-axis: Speed = 350 mm/s, Idle power consumption Py =
0.058 W
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The time required for movement along each axis is calculated
using the formula t = s

v :

• Movement time for each grid cell along the x-axis (row):

tx = 0.4 s (2)

• Movement time for each grid cell along the y-axis
(column):

ty = 0.86 s (3)

Since the distance from the ”Entrance” to the starting position
is equivalent to the first three rows of the first column (0.8 m ×
0.6 m), and the starting time is 2.5 s, the total travel time for one
grid cell is calculated as follows:

t = 2.5+max(tx(x−1), ty(y−3),0) (s) (4)

The energy consumption for each pallet position is influenced
by the travel time along each axis (x,y), the weight m, and the
energy coefficient a. The formula is as follows:

A = 0.319+(tx · x)Px +(ty · y)Py +m · t ·a (W·s) (5)

Where:

• a: Coefficient of increased motor power consumption for
carrying loads (varies depending on motor type).

• m: Weight of each pallet, classified into three groups with
coefficients of 0.5, 1, and 1.5, used to calculate the load
energy consumption.

3.4 Mobile Application Workflow in the Smart Warehouse
System

Figure 5: The flow of mobile application.

Current Logistics management services focus on improving
user experience and increasing information reliability. With
the advantages of applying digitalization and CIT in warehouse
data management through E-WMS and Database - these are the
advantages that SWH can bring to improve user experience. A
mobile platform developed using Flutter is integrated into the
SWH system to help Customers access real-time information
through APIs provided by the Node.js-based backend service.
Figure 5 is as follows:

[1] Users initiate tasks via E-WMS: Operations such as
inventory requests and order creation are performed
through desktop terminals or devices within the local
network.

[2] E-WMS stores data in the central database: Operational
data such as order status and product movement are stored
and retrieved from the centralized database.

[3] Node.js handles real-time data synchronization: A
backend service built with Node.js connects the database
to the mobile application via RESTful APIs, supporting
queries and user authentication.

[4] Flutter provides a cross-platform mobile interface:
Users can access key functions like task reception, order
tracking, QR/barcode scanning, and task status updates
through the mobile app.

[5] Database communicates with AGV/PLC systems: Order
details are sent to AGVs/PLCs for execution, and feedback
such as completion status and location is returned.

[6] Feedback is synchronized with the mobile app: Updates
from AGV/PLC systems are recorded in the database and
reflected immediately in the mobile interface via Node.js.

[7] Offline support and automatic synchronization: The
app caches data when offline and automatically syncs it to
the central database once the connection is restored.

3.5 Digital Twin Integration for Engineer-To-Order
Operations

Besides offering strong data accessibility, warehouse
digitalization holds significant potential in predictive analytics
and strategic decision-making through the development of a
Digital Twin model for the Smart Warehouse (SWH).

Figure 6: Digital Twin data transmission flow.

To support real-time visualization and Engineer-to-Order
(ETO) workflows, a Digital Twin architecture has been
implemented in the SWH. The overall data flow and system
integration are illustrated in Fig. 6.

[1] Sensor and encoder data collection: The physical
warehouse is equipped with sensors and encoders attached
to AGVs and machinery. These devices collect real-time
data such as position, velocity, and operational status.

[2] AGV/PLC system coordination: Raw sensor data is
transmitted to AGV/PLC controllers. These systems
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process the data to make motion control decisions
and execute automated handling tasks—forming the key
interface between the physical and digital domains.

[3] Real-time synchronization via MQTT: To enable
lightweight, low-latency communication between physical
systems and the virtual environment, MQTT (Message
Queuing Telemetry Transport) is used. It ensures efficient
and reliable telemetry data transfer from AGV/PLC to the
Unity-based Digital Twin.

[4] 3D visualization in Unity: A virtual warehouse
environment is developed in Unity, enabling real-
time visualization of warehouse operations. Through
MQTT, the 3D models dynamically reflect the current
state of physical systems, including product positions,
AGV movements, and activity flows—forming a fully
synchronized Digital Twin.

[5] Database integration and product mapping: In addition
to telemetry data, product-specific information—such as
SKU codes, order IDs, and storage locations—is retrieved
from the database. This data is used to annotate the
3D models, providing contextual insights for warehouse
operators and planners.

[6] Support for Engineer-to-Order (ETO) operations:
The Digital Twin offers an interactive interface that
supports ETO operations by enabling real-time tracking
of custom orders, verifying product routing, and ensuring
configurations meet customer-specific requirements.
Engineers can simulate logistics scenarios, monitor
performance, and instantly adjust control parameters
within the virtual model—shortening the feedback loop
between design and execution.

This Digital Twin framework enhances monitoring and
decision-making, bridging the gap between the physical
warehouse and digital control systems, and supporting adaptive
smart warehouse management tailored to ETO scenarios.

4 Results and Discussion

Our warehouse system significantly reduces energy
consumption by nearly 25% and improves overall operational
efficiency by cutting travel time by 15%. Testing on 98
warehouse positions demonstrates the superior effectiveness of
this approach compared to traditional management processes
and verifies the feasibility of AI technology in warehouse
management (Fig. 7).

Figure 7: Integration of AI models into Warehouses.

To compare the efficiency of SWH, E-WMS with AI
has proven to be more efficient in warehouse management
than the previous version which used a traditional algorithm
without RL, as evidenced by a depreciation comparison after
one week between the two solutions. According to the
data, energy consumption and travel time have decreased
significantly compared to traditional methods. Travel time
was reduced by nearly 10 seconds (approximately 14%), travel
energy consumption decreased by 1.02 (W.s) (10.3%), and load
energy consumption dropped by 30% during pallet transport.
After the R&D phase, the Mobile application has successfully
implemented basic monitoring and control features with a
detailed interface as shown in Fig. 8.

Figure 8: Mobile application for SWH.

1. Connect status: Displays the application’s connection
status with the server.

2. Tab station: Allows switching between dashboards for 7
stations.

3. Chart section: Displays charts to manage the status and
quantity of cells in each station.

4. Grid cells section: Shows the grid of cells within a station
for interaction.

5. Cell status:
5.1 Green indicates a cell containing goods.
5.2 Yellow indicates a cell in the process of loading or

unloading goods.
5.3 White indicates an empty cell.
5.4 Gray indicates a pending cell status.

Figure 9: Optimized pallet location information by AI.

In addition to information updated from the database
regarding detailed inventory and current locations, Fig. 9
illustrates that the AI model has achieved the projected
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arrangement strategy as shown in Fig. 4. Pallets are allocated
based on designed levels of storage time ( less than 30 days,
from 31 to 60 days, and over 60 days ) and weight categories
(0.5 kg, 1 kg, 1.5 kg).

Figure 10: Smart Warehouse after AI and IoT integration.

The integration of AI into the warehouse model has been
evaluated using key metrics:

• Import time for the nearest pallet (01): 22s, and the farthest
pallet (98): 35s.

• Export time for the nearest pallet (01): 25s, and the farthest
pallet (98): 38s.

• Conveyor time for the nearest station (G07): 18s, and the
farthest station (A01): 53s.

Compared to traditional warehouse systems, the smart
warehouse demonstrates significant efficiency improvements in
order processing, from retrieval to transportation (Fig. 10).
By optimizing pallet allocation to positions, the system saves
energy across all stations, ensures more balanced distribution,
reduces excessive equipment operation, and enhances economic
benefits.

Figure 11: Digital Twin Model of SWH in Unity.

Currently, this DT model has successfully received data
in parallel with the SWH and has successfully simulated the
movement of AGVs within the SWH (Fig. 11). It can also
communicate with the AI-integrated WMS. In the future, the
team will collect additional data from sensors and databases
to further refine the model and support the development of
Engineer-To-Order (ETO) for AI specifically tailored to the

SWH, as well as management applications related to energy
and risk management.

Limitation:

The current implementation is limited to a 1:10 scale
prototype, which does not fully capture the complexity and
challenges of deploying and operating such systems in real
warehouse environments. Moreover, the machine learning
model is currently constrained by a limited dataset, which
indicates significant potential for further optimization of
both the model architecture and control policies. To fully
evaluate the impact of integrating WMS, IoT, AI, and a
dynamic Digital Twin in real-world scenarios, substantial
infrastructure—including RFID systems, AGVs, IoT devices,
and Computer Information Technology (CIT) platforms—is
required. This poses challenges in terms of time and cost,
particularly for small and medium-sized enterprises (SMEs).
A complete transformation would demand a progressive
digitalization process, moving from WMS-based workflows
to semi-automated or automated systems, followed by the
integration of CIT/IoT technologies, and eventually achieving
full DT implementation.

Future works:

In the near future, the research team aims to expand
the capabilities of the DT environment to support predictive
maintenance (PM) and testing solutions. By developing
comprehensive testing tools within the DT framework, it will
be possible to simulate and evaluate various warehouse layout
strategies and policies, that enable the identification of the most
effective machine learning models. This will also facilitate
the collection of valuable operational data to support the
development of predictive maintenance algorithms.

Additionally, the mobile application will be further enhanced
with advanced security features and deployed in real warehouse
environments to assess its effectiveness and impact on
warehouse management performance. Future versions of
the app will also include integrated chatbot functionalities to
improve user interaction and service quality in inventory and
workflow management.

5 Conclusions

In addition to the proven benefits in operational
efficiencies—such as faster inbound and outbound
processes—and energy optimization—through reduced
consumption and minimized machinery depreciation—the
integration of RFID, AI, DT and mobile applications with
the E-WMS software, coupled with synchronization with the
database system, establishes a comprehensive and intelligent
seamless process. The SWH is one of steps for us to shift
the focus from human-intensive to technology-intensive. It
emphasizes strategic management and sustainable development.



158 IJCA, Vol. 32, No. 2, June 2025

The proposed solution represents a step toward the
advancement of Industry 5.0, with a focus on sustainable energy
practices and a more human-centric approach to technological
development. Leveraging the current capabilities of modern
sensor systems and database infrastructures, the potential of
SWHs extends into predictive maintenance and digital twin
technologies. These innovations enable the identification
and mitigation of potential issues before they arise, facilitate
improved risk management and proactive responses to market
changes through predictive scenario modeling.
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